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HOCHSCHILD COHOMOLOGY OF THE QUADRATIC MONOMIAL

ALGEBRA Nm

TOMOHIRO ITAGAKI, KAZUNORI NAKAMOTO, AND TAKESHI TORII

Abstract. Let Nm(R) = {(aij ) ∈ Mm(R) | a11 = a22 = · · · = amm and aij = 0 for any i > j}
for a commutative ring R. Then Nm(R) is a quadratic monomial algebra over R. We calculate

HH∗(Nm(R),Mm(R)/Nm(R)) as R-modules. We also determine the R-algebra structure of the
Hochschild cohomology ring HH∗(Nm(R),Nm(R)). For m ≥ 3, HH∗(Nm(R),Nm(R)) is an
infinitely generated algebra over R and has no Batalin-Vilkovisky algebra structure giving the
Gerstenhaber bracket.

1. Introduction

For a commutative ring R, set

Nm(R) =








a ∗ ∗ · · · ∗
0 a ∗ · · · ∗
0 0 a · · · ∗
...

...
. . .

. . .
...

0 0 0 · · · a




∈ Mm(R)





.

In this paper, we calculate HH∗(Nm(R),Mm(R)/Nm(R)) as R-modules. We also calculate the
Hochschild cohomology ring HH∗(Nm(R),Nm(R)) as R-algebras. Moreover, we calculate the Ger-
stenhaber bracket on HH∗(Nm(R),Nm(R)) and show that HH∗(Nm(R),Nm(R)) has no Batalin-
Vilkovisky algebra structure which gives the Gerstenhaber bracket.

In [9], we have calculated the Hochschild cohomology HH∗(A,M3(k)/A) for any k-subalgebra
A of M3(k) over an algebraically closed field k. The k-subalgebra N3(k) is one of the most
difficult k-subalgebras of M3(k) to calculate HH∗(A,M3(k)/A). Indeed, we could not calculate
HH∗(N3(k),M3(k)/N3(k)) until we used spectral sequences. Hence, it is a challenging task to cal-
culate HH∗(Nm(R),Mm(R)/Nm(R)) for m ≥ 4. It is also a hard job to determine the R-algebra
structure of HH∗(Nm(R),Nm(R)) for m ≥ 3.

Setting x1 = E1,2, x2 = E2,3, . . . , xm−1 = Em−1,m ∈ Nm(R), we have an isomorphism as R-
algebras

Nm(R) ∼= R〈x1, x2, . . . , xm−1〉/〈xixj | j 6= i+ 1〉,

where Ei,j is the (i, j)-th matrix unit in Mm(R). Note that Nm(R) is a quadratic monomial algebra
over R with degree |xi| = 1 (1 ≤ i ≤ m− 1). When R is a field, Nm(R) is a Koszul algebra over R.
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The quadratic dual algebra Nm(R)! of Nm(R) is isomorphic to R〈y1, y2, . . . , ym−1〉/〈yiyi+1 | 1 ≤
i ≤ m− 2〉. Then Nm(R)! is also a graded R-algebra with degree |yi| = 1 (1 ≤ i ≤ m− 1). Put

ϕ(d) = rankRNm(R)!d,

where Nm(R)!d is the homogeneous part of Nm(R)! of degree d. The Poincaré series f !(t) =
∑

d≥0

ϕ(d)td of Nm(R)! can be calculated by f !(t) = 1/(1 +

m−1∑

k=1

(−1)k(m− k)tk) (Proposition 4.15).

The first main theorem is the following:

Theorem 1.1 (Theorem 5.11 and Corollary 5.13). Let m ≥ 3. The Hochschild cohomology
HHn(Nm(R),Mm(R)/Nm(R)) is a free R-module for n ≥ 0. The rank of HHn(Nm(R),Mm(R)/Nm(R))
for n ≥ 0 is given by

rankRHH
n(Nm(R),Mm(R)/Nm(R)) =

{
m− 1 (n = 0),

(m− 2)ϕ(n) (n > 0).

The second main theorems are the following:

Theorem 1.2 (Theorem 6.34). Let m ≥ 3. The Hochschild cohomology HHn(Nm(R),Nm(R)) is
a free R-module for n ≥ 0. The rank of HHn(Nm(R),Nm(R)) is given by

rankRHH
n(Nm(R),Nm(R))

=





2 (n = 0),
2m− 4 (n = 1),

ϕ(n) + (m− 4)ϕ(n− 1) + (−1)mϕ(n−m+ 1) +

m−1∑

k=2

(−1)k(k + 1)ϕ(n− k) (n ≥ 2).

Theorem 1.3 (Theorems 7.2 and 7.4 and Corollary 7.5). Let m ≥ 3. There is an augmenta-
tion map ǫ : HH∗(Nm(R),Nm(R)) → R as an R-algebra homomorphism such that the Kernel

HH∗(Nm(R),Nm(R)) of ǫ satisfies

HH∗(Nm(R),Nm(R)) ·HH∗(Nm(R),Nm(R)) = 0.

In particular, HH∗(Nm(R),Nm(R)) is an infinitely generated algebra over R.

Theorem 1.4 (Theorem 8.18). For m ≥ 3, HH∗(Nm(R),Nm(R)) has no Batalin-Vilkovisky alge-
bra structure over R which gives the Gerstenhaber bracket [ , ].

As an application of the main theorems, we can calculate the dimension of the tangent space of

the moduli of subalgebras of Mm over Z at Nm. Set d = rankRNm(R) =
m2 −m+ 2

2
.

Theorem 1.5 (Theorem 5.18). The dimension of the Zariski tangent space of the moduli of rank
d subalgebras of Mm over Z at Nm is

dimTMoldm,d/Z,Nm
=

3m2 − 7m+ 4

2
for m ≥ 3.

The organization of this paper is as follows: in Section 2, we review Hochschild cohomology.
In Section 3, we introduce several results on spectral sequences. In Section 4, we show that
HH∗(Nm(R), R) ∼= Nm(R)! as R-algebras. We also describe the Poincaré series f !(t) of Nm(R)! ex-
plicitly. In Section 5, we calculate HH∗(Nm(R),Mm(R)/Nm(R)) as R-modules. We also calculate
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the dimension of the tangent space of the moduli of subalgebras of Mm over Z at Nm. In Section
6, we determine the R-module structure of HH∗(Nm(R),Nm(R)). In Section 7, we determine the
product structure of HH∗(Nm(R),Nm(R)). In Section 8, we describe the Gerstenhaber bracket
on HH∗(Nm(R),Nm(R)). We also show that HH∗(Nm(R),Nm(R)) has no Batalin-Vilkovisky al-
gebra structure giving the Gerstenhaber bracket [ , ] for m ≥ 3. In Section 9, we deal with
HH∗(N2(R),M2(R)/N2(R)) and HH∗(N2(R),N2(R)) as an appendix.

Throughout this paper, R denotes a commutative ring and A an associative algebra over R.
We denote by Ei,j ∈ Mm(R) the matrix with entry 1 in the (i, j)-component and 0 the other
components. We also denote by Im the identity matrix in Mm(R). By a module M over A, we
mean a left module M over A, unless stated otherwise. We set Bm(R) = {(aij) ∈ Mm(R) | aij =
0 for i > j} and J(Nm(R)) = {(aij) ∈ Mm(R) | aij = 0 for i ≥ j}. For a subset S of an R-module
M , we denote by R{S} the R-submodule of M generated by S. For a homogeneous element x of a
graded R-module M = ⊕i∈ZMi (or a graded R-algebra A = ⊕i∈ZAi), we denote by |x| the degree
of x.

2. Preliminaries on Hochschild cohomology

In this section, we make a brief survey of Hochschild cohomology (cf. [3] and [14]). Throughout
this section, M denotes an A-bimodule over R.

Definition 2.1. Assume that A is a projective module over R. Let Ae = A ⊗R Aop be the
enveloping algebra of A. For A-bimodules A and M over R, we can regard them as Ae-modules.
We define the i-th Hochschild cohomology group HHi(A,M) as ExtiAe(A,M).

We denote by B∗(A,A,A) the bar resolution of A as A-bimodules over R. For p ≥ 0, we have

Bp(A,A,A) = A⊗R

p︷ ︸︸ ︷
A⊗R · · · ⊗R A⊗RA.

For an A-bimodule M over R, we define a cochain complex C∗(A,M) to be

HomAe(B∗(A,A,A),M).

We can identify Cp(A,M) with an R-module

HomR(

p︷ ︸︸ ︷
A⊗R · · · ⊗R A,M).

Under this identification, the coboundary map dp : Cp(A,M) → Cp+1(A,M) is given by

dp(f)(a1 ⊗ · · · ⊗ ap+1) = a1 · f(a2 ⊗ · · · ⊗ ap+1)

+

p∑

i=1

(−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ ap+1)

+(−1)p+1f(a1 ⊗ · · · ⊗ ap) · ap+1

for f ∈ Cp(A,M) (p ≥ 1) and

d0(m)(a) = am−ma

for m ∈ C0(A,M) = M . The Hochschild cohomology group HH∗(A,M) of A with coefficients in
M can be calculated by taking the cohomology of the cochain complex C∗(A,M):

HH∗(A,M) = H∗(C∗(A,M)).

Remark 2.2. In Definition 2.1, the assumption that A is a projective module over R is needed
for ExtiAe(A,M) ∼= Hi(C∗(A,M)) for i ≥ 0.
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Let N be another A-bimodule over R. We define a map

∪ : C∗(A,M)× C∗(A,N) −→ C∗(A,M ⊗A N)

by

(f ∪ g)(a1 ⊗ · · · ⊗ ap ⊗ b1 ⊗ · · · ⊗ bq) = f(a1 ⊗ · · · ⊗ ap)⊗ g(b1 ⊗ · · · ⊗ bq)

for f ∈ Cp(A,M) and g ∈ Cq(A,N). The map ∪ is R-bilinear and satisfies

dp+q(f ∪ g) = dp(f) ∪ g + (−1)pf ∪ dq(g).

Hence the map ∪ induces a map

HHp(A,M)⊗R HHq(A,N) −→ HHp+q(A,M ⊗A N)

of R-modules.
By the above construction, we see that the Hochschild cohomology HH∗(A,−) defines a lax

monoidal functor from the monoidal category of A-bimodules over R to the monoidal category of
graded R-modules. Hence, HH∗(A,M) is a graded associative algebra over R if M is a monoid
object in the category of A-bimodules over R.

Suppose that the unit map R → A is a split monomorphism. We set A = A/RI, where I ∈ A
is the image of 1 ∈ R under the unit map. Let B∗(A,A,A) be the reduced bar resolution of A as
A-bimodules over R. We have

Bp(A,A,A) ∼= A⊗R

p︷ ︸︸ ︷
A⊗R · · · ⊗R A⊗RA

for p ≥ 0. For an A-bimoduleM overR, we denote the cochain complex HomAe(B∗(A,A,A),M) by

C
∗
(A,M). The cochain complex C

∗
(A,M) is a subcomplex of C∗(A,M). Recall that the reduced

bar resolution B∗(A,A,A) is chain homotopy equivalent to the bar resolution B∗(A,A,A). Hence,

the inclusion C
∗
(A,M) → C∗(A,M) induces an isomorphism

H∗(C
∗
(A,M)) ∼= HH∗(A,M).

We observe that the map ∪ : C∗(A,M)×C∗(A,N) → C∗(A,M ⊗AN) induces an R-bilinear map

∪ : C
∗
(A,M)× C

∗
(A,N) −→ C

∗
(A,M ⊗A N),

whereN is anotherA-bimodule overR. Hence the map ∪ : C
∗
(A,M)×C

∗
(A,N) → C

∗
(A,M⊗AN)

induces the same map HHp(A,M)⊗R HHq(A,N) → HHp+q(A,M ⊗A N) of R-modules as before.

3. Spectral sequences

In this section we recall the construction of spectral sequences associated to filtered cochain
complexes. In particular, we construct a spectral sequence by introducing a filtration on the
Hochschild cochain complex C∗(A,M) by powers of a two-sided ideal (e.g. the Jacobson radical
J) of A.

3.1. Review on the construction of spectral sequences associated to filtered cochain

complexes. We can consider spectral sequences in an abelian category A. In this subsection we
recall the construction of spectral sequences associated to filtered cochain complexes in A.

Let (C∗, d) be a cochain complex in A equipped with a filtration

C∗ = F 0C∗ ⊃ F 1C∗ ⊃ · · · ⊃ F pC∗ ⊃ · · ·

by subcomplexes. Throughout this paper we assume that there exists t ∈ Z>0 such that F tC∗ = 0.
We say that (C∗, d, {F pC∗}p≥0) is a filtered differential graded module in A.
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For a filtered differential graded module (C∗, d, {F pC∗}p≥0), we can construct an associated
spectral sequence

Ep,q
1 (C∗) =⇒ Hp+q(C∗)

with
dp,qr : Ep,q

r (C∗) −→ Ep+r,q−r+1
r (C∗)

(see, for example, [8, Theorem 2.6]). Note that we have an isomorphism

Ep,q
1 (C∗) ∼= Hp+q(F pC∗/F p+1C∗).

The differential d1 : Ep,q
1 (C∗) → Ep+1,q

1 (C∗) is identified with the connecting homomorphism

Hp+q(F pC∗/F p+1C∗) −→ Hp+q+1(F p+1C∗/F p+2C∗)

associated to the short exact sequence

0 −→ F p+1C∗/F p+2C∗ −→ F pC∗/F p+2C∗ −→ F pC∗/F p+1C∗ −→ 0

of cochain complexes. If F tC∗ = 0, then the spectral sequence collapses from the Et-page.
Now, we suppose that A is an abelian monoidal category, in which the tensor product ⊗ :

A×A → A is right exact separately in each variable.

Definition 3.1. Let (A∗, d) be a differential graded algebra in A. Suppose that we have a filtration

A∗ = F 0A∗ ⊃ F 1A∗ ⊃ · · · ⊃ FnA∗ ⊃ · · · ⊃ F tA∗ = 0.

A triple (A∗, d, {F pA∗}p≥0) is said to be a filtered differential graded algebra if it satisfies the
following two conditions:

(1) For any p ≥ 0, d(F pA∗) ⊂ F pA∗.
(2) For any r, s ≥ 0, F rA∗ · F sA∗ ⊂ F r+sA∗.

To a filtered differential graded algebra (A∗, d, {F pA∗}p≥0), there is a spectral sequence

Ep,q
1 = Hp+q(F pA/F p+1A) =⇒ Hp+q(A)

of algebras in A, which converges to Hp+q(A) as an algebra (see, for example, [8, Theorem 2.14]).

3.2. Filtrations and spectral sequences on Hochschild cochain complexes. In this sub-
section we consider filtrations on Hochschild complexes and associated spectral sequences.

Let R be a commutative ring and let A be an associative algebra over R. We assume that A is
a projective module over R. For an A-bimodule M over R, we denote by C∗(A,M) the Hochschild
cochain complex.

First, we suppose that there exists a filtration of A-bimodules over R:

M = F 0M ⊃ F 1M ⊃ · · · ⊃ F pM ⊃ · · · ⊃ F tM = 0.

We denote by Grp(M) the p-th associated graded module F pM/F p+1M . Using the filtration
{F pM}p≥0 on M , we can introduce a filtration {F pC∗(A,M)}p≥0 on C∗(A,M) by

F pC∗(A,M) = C∗(A,F pM).

Hence we obtain the following proposition.

Proposition 3.2. For an A-bimodule M over R equipped with a filtration M = F 0M ⊃ F 1M ⊃
· · · ⊃ F pM ⊃ · · · ⊃ F tM = 0, there exists a spectral sequence

Ep,q
1 (A,M) ∼= HHp+q(A,Grp(M)) =⇒ HHp+q(A,M)

of R-modules with
dr : Ep,q

r (A,M) −→ Ep+r,q−r+1
r (A,M)

for r ≥ 1, where Grp(M) = F pM/F p+1M .
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In particular, we consider a filtration on the A-bimodule A by powers of a two-sided ideal. Let
J be a two-sided ideal of A. We assume that J t = 0 for some t > 0. By setting

F pA = Jp

for p ≥ 0, there is a filtration

A = F 0A ⊃ F 1A ⊃ · · · ⊃ F pA ⊃ · · · ⊃ F tA = 0

of A by A-bimodules over R. From this filtration, we obtain a filtration {C∗(A, Jp)}p≥0 on
C∗(A,A). Recall that C∗(A,A) is a differential graded algebra over R. We can easily verify
that

C∗(A, Jr) · C∗(A, Js) ⊂ C∗(A, Jr+s).

Thus, the triple (C∗(A,A), d, {C∗(A, Jr)}r≥0) is a filtered differential graded algebra over R, and
we obtain the following proposition.

Proposition 3.3. There is a spectral sequence of R-algebras

JEp,q
1 (A,A) =⇒ HHp+q(A,A),

where
JEp,q

1 (A,A) ∼= HHp+q(A, Jp/Jp+1).

Now, we consider the induced filtration on A-bimodules over R. Let M be an A-bimodule over
R. By setting

J
p
M =

∑

a+b=p

JaMJb(3.1)

for p ≥ 0, we obtain a filtration

M = J
0
M ⊃ J

1
M ⊃ · · · ⊃ J

p
M ⊃ · · · ⊃ J

2t−1
M = 0

of M by A-bimodules over R. From this filtration, we obtain a filtration {C∗(A, J
p
M)}p≥0 on

C∗(A,M) and the following proposition.

Proposition 3.4. There is a spectral sequence of R-modules

JEp,q
1 (A,M) =⇒ HHp+q(A,M).

We have an isomorphism
JEp,q

1 (A,M) ∼= HHp+q(A,GrpJ(M)),

where

GrpJ (M) = J
p
M/J

p+1
M.

Remark 3.5. Since

C∗(A, Ja) · C∗(A, J
b
M) · C∗(A, Jc) ⊂ C∗(A, J

a+b+c
M),

the triple (C∗(A,M), d, {C∗(A, J
p
M)}p≥0) is a differential graded bimodule over the differential

graded algebra (C∗(A,A), d, {C∗(A, Jp)}p≥0). Thus, the spectral sequence {JE∗,∗
r (A,M), dr}r≥1

is a bimodule over the spectral sequence {JE∗,∗
r (A,A), dr}r≥1.
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3.3. Gradings on spectral sequences. LetA be an abelian category with countable coproducts.
We let AZ be the abelian category of Z-graded objects of A and grading-preserving morphisms. In
this subsection we consider spectral sequences in AZ. In this case we have trigradings on spectral
sequences.

Let

C∗ =
⊕

s∈Z

C∗,s

be a cochain complex of AZ equipped with a filtration

C∗ = F 0C∗ ⊃ F 1C∗ ⊃ · · · ⊃ F pC∗ ⊃ · · · ⊃ F tC∗ = 0

by subcomplexes, where C∗,s is the component of (cohomological) degree s ∈ Z. Set F pCn,s =
F pCn ∩ Cn,s. Note that any filtration by subcomplexes in AZ is assumed to satisfy F pC∗ =⊕

s∈Z F
pC∗,s (in other words, the filtration is compatible with the grading). Then we have the

following associated spectral sequence as in §3.1.

Proposition 3.6. There is a spectral sequence

Ep,q
1 (C∗) =⇒ Hp+q(C∗)

in AZ, with

Ep,q
1 (C∗) ∼= Hp+q(F pC∗/F p+1C∗).

More precisely, let Ep,q,s
r (C∗) be the degree s component of the spectral sequence {Ep,q

r (C∗), dp,qr }r≥1.
Then {Ep,q,s

r (C∗), dp,q,sr }r≥1 is a spectral sequence of A with

dp,q,sr : Ep,q,s
r (C∗) −→ Ep+r,q−r+1,s

r (C∗),

where

Ep,q
r (C∗) =

⊕

s∈Z

Ep,q,s
r (C∗), dp,qr =

⊕

s∈Z

dp,q,sr ,

and

Ep,q,s
1 (C∗) ∼= Hp+q(F pC∗,s/F p+1C∗,s) =⇒ Hp+q(C∗,s).

Notation 3.7. Under the situation above, we set

Hn,s(C∗) = Hn(C∗,s).

Note that

Hn(C∗) =
⊕

s∈Z

Hn,s(C∗).

We need the following lemma in §5 below.

Lemma 3.8. If there exists an integer i such that

Hp+q,s(F pC∗/F p+1C∗) = Hp+q(F pC∗,s/F p+1C∗,s) = 0

for s 6= q + i, then the spectral sequence

Ep,q
1 (C∗) =⇒ Hp+q(C∗)

collapses from the E2-page.

Proof. By the assumption, Ep,q,s
1 (C∗) = 0 for s 6= q + i. Since the differential of the spectral

sequence {Ep,q,s
r (C∗), dr}r≥1 has the form dp,q,sr : Ep,q,s

r (C∗) → Ep+r,q−r+1,s
r (C∗), we see that dr

is trivial unless r = 1. Hence the spectral sequence collapses from the E2-page. �
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4. HH∗(Nm(R), R)

In this section, we show that HH∗(Nm(R), R) ∼= Nm(R)! as graded R-algebras. We also ob-
tain several results on ϕ(n) = rankRNm(R)!n. By using these results, it is possible to calculate
HH∗(Nm(R),Mm(R)/Nm(R)) and HH∗(Nm(R),Nm(R)) as R-modules. Indeed, Mm(R)/Nm(R)
and Nm(R) have filtrations of Nm(R)-bimodules over R whose associated graded modules are
isomorphic to direct sums of copies of Nm(R)-bimodules R over R. By calculating spectral se-
quences, we will determine the R-module structure of HH∗(Nm(R),Mm(R)/Nm(R)) in §5 and
that of HH∗(Nm(R),Nm(R)) in §6, respectively.

In §4.1, we deal with quadratic monomial algebras A over a commutative ring R. We show that
HH∗(A,R) ∼= A! as graded R-algebras. In §4.2, we apply the results in §4.1 to the case A = Nm(R)
and determine the R-algebra structure of HH∗(Nm(R), R) for m ≥ 2. In §4.3, we obtain several
results on ϕ(n) = rankRNm(R)!n.

4.1. Quadratic monomial algebras. In this subsection, we deal with quadratic monomial alge-
bras over a commutative ring R (cf. [11, Chapter 1 §2]). Let {e1, . . . , en} be an R-basis of a free

R-module V of rank n. Let T (V ) =

∞⊕

i=0

V ⊗i be the tensor algebra of V over R. For a subset S of

{ei⊗ej ∈ V ⊗RV | 1 ≤ i, j ≤ n}, set IS = R{S} ⊆ V ⊗RV . Then we say that AS = T (V )/〈IS〉 is a
quadratic monomial algebra over R, where 〈IS〉 is the two-sided ideal of T (V ) generated by IS . We
also write AS = {V, IS} according to [11, Chapter 1 §2]. Note that AS is a graded R-algebra with
|ei| = 1 (1 ≤ i ≤ n). Denote by AS,i the homogenous part of AS of degree i. Then AS = R⊕AS,+

is an augmented algebra over R with augmentation map ǫ : AS → R, where AS,+ = ⊕i>0AS,i and
ǫ(AS,+) = 0.

Let V ∗ = HomR(V,R). Let {e∗1, . . . , e
∗
n} ⊂ V ∗ be the dual basis of {e1, . . . , en}. Set

I⊥S = {f ∈ V ∗ ⊗R V
∗ | f(v) = 0 for any v ∈ IS}

and

S⊥ = I⊥S ∩ {e∗i ⊗ e∗j ∈ V ∗ ⊗R V
∗ | 1 ≤ i, j ≤ n}.

Then I⊥S = R{S⊥} ⊆ V ∗ ⊗R V
∗. We define the quadratic dual algebra A!

S of AS by

A!
S = T (V ∗)/〈I⊥S 〉,

where 〈I⊥S 〉 is the two-sided ideal of T (V ∗) generated by I⊥S . The quadratic monomial algebra
A!

S = {V ∗, I⊥S } over R is a graded R-algebra with |e∗i | = 1 (1 ≤ i ≤ n).
Put A = AS , A

! = A!
S , I = IS , and I

⊥ = I⊥S . The degree d part A!
d of A! can be described by

A!
d = V ∗⊗d/(

∑

i+j=d−2

V ∗⊗i ⊗R I
⊥ ⊗R V

∗⊗j).

Thus, we can write the dual module (A!
d)

∗ = HomR(A
!
d, R) of A

!
d by

(A!
d)

∗ =
⋂

i+j=d−2

V ⊗i ⊗R I ⊗R V
⊗j ⊆ V ⊗d.

We define the complex K̂∗(A) of graded free A-bimodules by

· · · −→ A⊗R (A!
3)

∗ ⊗R A
d̂3−→ A⊗R (A!

2)
∗ ⊗R A

d̂2−→ A⊗R (A!
1)

∗ ⊗R A
d̂1−→ A⊗R A −→ 0,
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where d̂i : A⊗R (A!
i)

∗ ⊗R A→ A⊗R (A!
i−1)

∗ ⊗R A is defined by

(4.1)
∑

λ

a⊗ aλ1 ⊗ aλ2 ⊗ · · · ⊗ aλi ⊗ b

7−→
∑

λ

aaλ1 ⊗ aλ2 ⊗ · · · ⊗ aλi ⊗ b+ (−1)i
∑

λ

a⊗ aλ1 ⊗ aλ2 ⊗ · · · ⊗ aλi b.

Note that K̂∗(A) is a subcomplex of the reduced bar complex B∗(A,A,A). We also define the
Koszul complex K∗(A) of graded free A-modules by

· · · −→ A⊗R (A!
3)

∗ d3−→ A⊗R (A!
2)

∗ d2−→ A⊗R (A!
1)

∗ d1−→ A −→ 0,

where di : A⊗R (A!
i)

∗ → A⊗R (A!
i−1)

∗ is defined by
∑

λ

a⊗ aλ1 ⊗ aλ2 ⊗ · · · ⊗ aλn 7−→
∑

λ

aaλ1 ⊗ aλ2 ⊗ · · · ⊗ aλn.

Then K∗(A) ∼= K̂∗(A)⊗A R.
Using A = ⊕i≥0Ai, we obtain the following decompositions:

K̂d(A) = A⊗R (A!
d)

∗ ⊗R A =
⊕

l≥0

K̂d(A)l and Kd(A) = A⊗R (A!
d)

∗ =
⊕

l≥0

Kd(A)l

for d ≥ 0, where

K̂d(A)l =
⊕

i+d+j=l

Ai ⊗R (A!
d)

∗ ⊗R Aj and Kd(A)l =
⊕

i+d=l

Ai ⊗R (A!
d)

∗.

Here (A!
d)

∗(⊆ V ⊗d), K̂d(A)l, and Kd(A)l are equipped with internal degree d, l, l, respectively.

Note that K̂∗(A) = ⊕l≥0K̂∗(A)l and K∗(A) = ⊕l≥0K∗(A)l are the direct sums of subcomplexes.
By the augmentation map ǫ : A → R, R can be considered as a left A-module (or an A-

bimodule). The bar-resolution B̃ar∗(A,R) of the left A-module R is

· · ·
∂3−→ A⊗R A

⊗2
+

∂2−→ A⊗R A+
∂1−→ A

ǫ
−→ R −→ 0,

where B̃ari(A,R) = A⊗R A
⊗i
+ and the differential ∂i : B̃ari(A,R) → B̃ari−1(A,R) is given by

∂i(a0 ⊗ a1 ⊗ · · · ⊗ ai) =

i−1∑

j=0

(−1)ja0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ ai.

Let us consider the cochain complex Cob∗(A) = HomA(B̃ar∗(A,R), R): for i ≥ 0, we have

Cobi(A) = HomA(B̃ari(A,R), R) ∼= A⊗i
+ (i > 0), Cob0(A) = R,

Cobi(A) =
⊕

j≥i

Cobij(A), Cobij(A) =
⊕

k1+···+ki=j,ks≥1

Ak1 ⊗R · · · ⊗R Aki
(i > 0),

Cob0(A) = Cob00(A) = R, Cob0j(A) = 0 (j > 0).

Then ExtiA(R,R) = Hi(Cob∗(A)) = ⊕jExt
ij
A(R,R) and ExtijA(R,R) = Hi(Cob∗,j(A)).

Proposition 4.1. Let A = {V, IS} be the quadratic monomial algebra over a commutative ring R
associated to a subset S of {ei ⊗ ej ∈ V ⊗R V | 1 ≤ i, j ≤ n}. Then

(1) ExtijA(R,R) = 0 for i 6= j.
(2) Ext∗A(R,R)

∼= A! as graded R-algebras.

(3) Hi(K̂∗(A)) = 0 (i > 0) and H0(K̂∗(A)) = A.
(4) Hi(K∗(A)) = 0 (i > 0) and H0(K∗(A)) = R.
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(5) R admits a linear minimal graded free resolution as an A-module over R, in other words,
there exists a graded free resolution over R

· · · −→ P2
d2−→ P1

d1−→ P0
d0−→ R −→ 0

such that di : Pi = A⊗RXi → Pi−1 = A⊗RXi−1 can be described by a matrix whose entries
are in A1 with respect to R-bases of Xi and Xi−1, where Xi is a graded free R-module for
each i ≥ 0.

Proof. Let Xi = V ⊗i−1 ⊗R IS ⊗R V ⊗d−i−1 ⊂ V ⊗d for 1 ≤ i ≤ d − 1. Since IS = R{S}, the
collection (X1, . . . , Xd−1) is distributive in the lattice (V ⊗d,∩,∪) consisting of free R-submodules
by the same discussion in the proof of [11, Chapter 1 Proposition 7.1] (c) =⇒ (a). As in the proof

of [11, Chapter 2 Theorem 4.1], we see that (1) ExtijA(R,R) = 0 for i 6= j and (4) Hi(K∗(A)) = 0
(i > 0) and H0(K∗(A)) = R hold. We can also prove that (2) Ext∗A(R,R)

∼= A! as graded R-
algebras in the same way as [11, Chapter 1 Proposition 3.1]. Since K∗(A) gives a linear minimal
graded free resolution of R, (5) holds.

Set I = {(i, j) ∈ [1, . . . , n] × [1, . . . , n] | ei ⊗ ej ∈ S}. Let {e′1, . . . , e
′
n} be a Z-basis of a

free Z-module VZ. Put SZ = {e′i ⊗ e′j ∈ VZ ⊗Z VZ | (i, j) ∈ I}, ISZ
= Z{SZ} ⊆ VZ ⊗Z VZ, and

AZ = T (VZ)/〈ISZ
〉. Then AZ is a quadratic monomial algebra over Z and A = AZ ⊗ZR. Note that

K̂∗(A) ∼= K̂∗(AZ)⊗ZR and K∗(A) ∼= K∗(AZ)⊗ZR. To show that (3) holds for K̂∗(A), it suffices to

prove that (3) holds for K̂∗(AZ) by Künneth theorem. For any field k, Ak = AZ⊗Z k is a quadratic

monomial algebra over k. By [14, Theorem 3.4.6], (3) holds for the complex K̂∗(Ak) = K̂∗(AZ)⊗Zk

of Ak-bimodules over k. Each internal degree component of K̂∗(AZ) is a complex of finitely

generated free modules over Z. Using Lemma 4.2, (3) holds for K̂∗(AZ). (Note that we can prove
(4) holds for K∗(A) in the same way.) �

The following lemma has been used in the proof of Proposition 4.1.

Lemma 4.2. Let C∗ be a complex of finitely generated free modules over Z. If C∗ ⊗Z k is acyclic
for any field k, then C∗ is acyclic.

Proof. By the assumption, Hi(C∗ ⊗Z k) = 0 for any i ∈ Z. Using Künneth theorem, we have an
exact sequence

0 −→ Hi(C∗)⊗Z k −→ Hi(C∗ ⊗Z k) −→ Tor1(Hi−1(C∗), k) −→ 0,

which implies that Hi(C∗) ⊗Z k = 0 for any field k. Since Hi(C∗) is a finitely generated module
over Z, Hi(C∗) must be 0. Hence C∗ is acyclic. �

Remark 4.3. In Proposition 4.1, we can prove that (4) implies (3) for K̂∗(Ak) with a field k in the

following way. By [11, Chapter 1 Proposition 4.2], there exists a decomposition K̂∗(Ak) = P∗ ⊕T∗
into the direct sum of two subcomplexes of free graded Ak-bimodules, where P∗ is minimal and T∗
is acyclic. Here we say that P∗ is minimal if the induced map Pi+1 ⊗Ak

k → Pi ⊗Ak
k vanish for

any i ∈ Z. Using K̂∗(Ak)⊗Ak
k = K∗(Ak), we have

Hi(K∗(Ak)) = Hi(P∗ ⊗Ak
k)⊕Hi(T∗ ⊗Ak

k) =

{
0 (i 6= 0),
k (i = 0).

Thus, we obtain

Pi ⊗k k =

{
0 (i 6= 0),
k (i = 0).

Since P∗ has finite-dimensional grading components, Pi = 0 for i 6= 0 by Nakayama’s lemma for

noncommutative graded algebras ([11, Chapter 1 Lemma 4.1]). Hence, Hi(K̂∗(Ak)) = Hi(T∗) = 0

for i > 0. We also see that H0(K̂∗(Ak)) = k directly.
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Remark 4.4. Let {e∗1, . . . , e
∗
n} be the dual basis of V

∗ of an R-basis {e1, . . . , en} of a free R-module
V . Let φ : V → V ∗ be the R-isomorphism defined by ei 7→ e∗i (1 ≤ i ≤ n). Set A = {V, IS} and
A! = {V ∗, I⊥S }. Then φ induces an R-isomorphism (A!

d)
∗ → A!

d for d ≥ 0 and an isomorphism of
chain complexes of A-bimodules over R:

· · · −→ A⊗R (A!
2)

∗ ⊗R A
d̂2−→ A⊗R (A!

1)
∗ ⊗R A

d̂1−→ A⊗R A
µ

−→ A −→ 0
↓ ↓ ↓ ↓

· · · −→ A⊗R A
!
2 ⊗R A −→ A⊗R A

!
1 ⊗R A −→ A⊗R A

µ
−→ A −→ 0,

where µ : A ⊗R A → A is defined by µ(a ⊗ b) = ab and the second exact row is given in [12,
Theorem 3]. In other words, K∗(A) gives us the free resolution of A-bimodules of A over R which
is isomorphic to the one in [12, Theorem 3].

Theorem 4.5. Let A = {V, IS} be the monomial quadratic algebra over a commutative ring R
associated to a subset S of {ei ⊗ ej ∈ V ⊗R V | 1 ≤ i, j ≤ n}. Then HH∗(A,R) ∼= A! as graded
R-algebras.

Proof. By Proposition 4.1 (3), K̂∗(A) gives us a graded free resolution of A as A-bimodules over

R. By taking HomAe(−, R) of K̂∗(A), we obtain a cochain complex whose differentials are all 0.

Hence, HHi(A,R) = Hi(HomAe(K̂∗(A), R)) = HomAe(K̂i(A), R) ∼= HomR((A
!
i)

∗, R) ∼= A!
i.

Let us show that HH∗(A,R) ∼= A! as graded R-algebras. Since K̂∗(A) is a subcomplex of the
reduced bar complex B∗(A,A,A), we have a morphism of chain complexes f = (fi):

· · · −→ A⊗R (A!
2)

∗ ⊗R A
d̂2−→ A⊗R (A!

1)
∗ ⊗R A

d̂1−→ A⊗R A
µ

−→ A −→ 0
↓ f2 ↓ f1 ↓ f0 ‖

· · · −→ A⊗R A
⊗2

⊗R A −→ A⊗R A⊗R A −→ A⊗R A
µ

−→ A −→ 0,

where A = A/RI and I is the image of 1 ∈ R under the unit map R → A. By taking HomAe(−, R)
of chain complexes, we have

0 −→ HomAe(A⊗R A,R) −→ HomAe(A⊗R A⊗R A,R) −→ · · ·
↓ f∗

0 ↓ f∗
1

0 −→ HomAe(A⊗R A,R)
d̂∗
1−→ HomAe(A⊗R (A!

1)
∗ ⊗R A,R)

d̂∗
2−→ · · · ,

which are isomorphic to

0 −→ R
d0

−→ HomR(A,R)
d1

−→ HomR(A⊗R A,R)
d2

−→ · · ·
↓ id ↓ f∗

1 ↓ f∗
2

0 −→ R
0

−→ A!
1

0
−→ A!

2
0

−→ · · · .

(4.2)

This is a quasi-isomorphism of cochain complexes. For gm = e∗i1 ⊗ · · · ⊗ e∗im ∈ HomR(A
⊗m

, R) and

gd = e∗j1 ⊗· · ·⊗e∗jd ∈ HomR(A
⊗d
, R), we have f∗

m(gm) = e∗i1 · · · e
∗
im ∈ A!

m and f∗
d (gd) = e∗j1 · · · e

∗
jd

∈

A!
d. The restriction of the product gm · gd = e∗i1 ⊗ · · · ⊗ e∗im ⊗ e∗j1 ⊗ · · · ⊗ e∗jd ∈ HomR(A

⊗(m+d)
, R)

to (A!
m+d)

∗ is equal to e∗i1 · · · e
∗
ime

∗
j1 · · · e

∗
jd

∈ A!
m+d. This implies that HH∗(A,R) ∼= A! as graded

R-algebras. �

Proposition 4.6. Let A = {V, IS} be the monomial quadratic algebra over a commutative ring
R. Let L be an A-bimodule over R. Assume that A+L = LA+ = 0, where A+ = ⊕d>0Ad. Then
HHi(A,L) ∼= HHi(A,R)⊗R L ∼= A!

i ⊗R L for i ≥ 0.
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Proof. By Proposition 4.1 (3), K̂∗(A) gives us a graded free resolution of A as A-bimodules over
R. Since A+L = LA+ = 0, we obtain a cochain complex with zero differential

0 −→ HomAe(A⊗RA,L)
0

−→ HomAe(A⊗R (A!
1)

∗⊗RA,L)
0

−→ HomAe(A⊗R (A!
2)

∗⊗RA,L)
0

−→ · · ·

by taking HomAe(−, L) of K̂∗(A). This is isomorphic to

0 −→ L
0

−→ A!
1 ⊗R L

0
−→ A!

2 ⊗R L
0

−→ · · · .

Hence

HHi(A,L) ∼= A!
i ⊗R L ∼= HHi(A,R)⊗R L

for each i ≥ 0. �

Suppose that A = {V, IS} has finite rank over R. Set A = A/RI, where I ∈ A is the image
of 1 ∈ R under the unit map R → A. Denote by Ad the degree d component of A. Note that

A =
⊕

d≥1Ad. Let Bp(R,A,R) =

p︷ ︸︸ ︷
A⊗R · · · ⊗R A (p > 0) and B0(R,A,R) = R. For p > 0, set

Bp(R,A,R)d =
⊕

a1+···+ap=d

Aa1 ⊗R · · · ⊗R Aap
.

For p = 0, set

B0(R,A,R)d =

{
R (d = 0),
0 (d 6= 0).

Let C
∗
(A,R) and C

∗,d
(A,R) be the cochain complexes defined by C

p
(A,R) = HomR(Bp(R,A,R), R)

and C
p,d

(A,R) = HomR(Bp(R,A,R)d, R), respectively. The differential d
p : C

p
(A,R) → C

p+1
(A,R)

(resp. dp : C
p,d

(A,R) → C
p+1,d

(A,R)) is defined by

dp(f)(a1 ⊗ · · · ⊗ ap+1) =

p∑

j=1

(−1)jf(a1 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ ap+1)

for f ∈ C
p
(A,R) (resp. f ∈ C

p,d
(A,R)). Since rankRA <∞, we have

C
p
(A,R) =

⊕

d∈Z

C
p,d

(A,R).

Denoting by HHp,d(A,R) the p-th cohomology of C
∗,d

(A,R) as in Notation 3.7, we have

HHp(A,R) =
⊕

d∈Z

HHp,d(A,R).

Theorem 4.7. Suppose that A = {V, IS} has finite rank over R. For p ≥ 0, we have

HHp,d(A,R) ∼=

{
A!

p (d = p),
0 (d 6= p).

Proof. By Theorem 4.5, HHp(A,R) ∼= A!
p for p ≥ 0. By (4.2), it can be verified that A!

p ⊆

HHp,p(A,R). Hence, HHp,d(A,R) = 0 for d 6= p and HHp,p(A,R) ∼= A!
p. �
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4.2. The R-algebra structure of HH∗(Nm(R), R). In this subsection, we apply the results in
§4.1 to the case A = Nm(R) and determine the R-algebra structure of HH∗(Nm(R), R) for m ≥ 2.
Let R be a commutative ring. For m ≥ 2, set

Nm(R) =








a ∗ ∗ · · · ∗
0 a ∗ · · · ∗
0 0 a · · · ∗
...

...
. . .

. . .
...

0 0 0 · · · a




∈ Mm(R)





.

Putting

x1 = E1,2, x2 = E2,3, . . . , xm−1 = Em−1,m ∈ Nm(R),

we have an isomorphism Nm(R) ∼= R〈x1, x2, . . . , xm−1〉/〈xixj | j 6= i + 1〉. Let V = Rx1 ⊕ · · · ⊕
Rxm−1 be a free R-module of rank m − 1. Set S = {xi ⊗ xj | j 6= i + 1} ⊂ V ⊗ V . Then
Nm(R) = {V, IS} is a quadratic monomial algebra over R with |xi| = 1.

We define the two-sided ideal J(Nm(R)) of Nm(R) over R by

J(Nm(R)) = {(aij) ∈ Nm(R) | a11 = a22 = · · · = ann = 0}.

Note that J(Nm(R)) = Nm(R)+ = ⊕i>0Nm(R)i. When R is a field, J(Nm(R)) is the Jacobson
radical of Nm(R). We denote (Im mod J(Nm(R))) ∈ Nm(R)/J(Nm(R)) by e. Then we see that
Nm(R)/J(Nm(R)) = Re ∼= R as an Nm(R)-bimodule over R. In the sequel, the Nm(R)-bimodule
R over R means Nm(R)/J(Nm(R)) = Re.

Put N = Nm(R) and J = J(Nm(R)). Denote by N! = Nm(R)! the quadratic dual algebra of
N. Note that S⊥ = {x∗i ⊗ x∗i+1 | 1 ≤ i ≤ m − 2}, where {x∗1, . . . , x

∗
m−1} is the dual basis of

V ∗ = HomR(V,R) of the R-basis {x1, . . . , xm−1} of V . Setting yi = x∗i (1 ≤ i ≤ m − 1), we can
write N! = R〈y1, y2, . . . , ym−1〉/〈yiyi+1 | 1 ≤ i < m − 1〉 with |yi| = 1. Let us denote by N!

n the
homogeneous part of N! of degree n. We also denote by B(N!

n) the R-basis of N!
n consisting of

monomials of degree n in {y1, . . . , ym−1}. (Set B(N!
0) = {1}.) Put B(N!) = ∪∞

n=0B(N
!
n).

Theorem 4.8. We have an isomorphism

HH∗(N, R) ∼= N! ∼= R〈y1, y2, . . . , ym−1〉/〈yiyi+1 | 1 ≤ i ≤ m− 2〉

of graded R-algebras, where |yi| = 1 for 1 ≤ i ≤ m− 1.

Proof. The statement follows from Theorem 4.5. �

Proposition 4.9. Let L be an N-bimodule over R. Assume that JL = LJ = 0. Then HHn(N, L) ∼=
HHn(N, R)⊗R L ∼= N!

n ⊗R L for n ≥ 0.

Proof. The statement follows from Proposition 4.6. �

Let N = N/RIm. Denote by Nd the degree d component of N. Note that N =
⊕m−1

d=1 Nd. Set

Bp(N,N,N) = N⊗R

p︷ ︸︸ ︷
N⊗R · · · ⊗R N⊗RN

for p ≥ 0. Let Bp(R,N, R) =

p︷ ︸︸ ︷
N⊗R · · · ⊗R N and Bp(R,N, R)d =

⊕

a1+···+ap=d

Na1 ⊗R · · · ⊗R Nap
.

Let C
∗
(N, R) and C

∗,d
(N, R) be the cochain complexes defined by C

p
(N, R) = HomR(Bp(R,N, R), R)
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and C
p,d

(N, R) = HomR(Bp(R,N, R)d, R), respectively. Denoting by HHp,d(N, R) the p-th coho-

mology of C
∗,d

(N, R) as in Notation 3.7, we have

HHp(N, R) =

p(m−1)⊕

d=0

HHp,d(N, R).

Theorem 4.10. For n ≥ 0, we have

HHn,d(N, R) ∼=

{
N!

n (d = n),
0 (d 6= n).

Proof. The statement follows from Theorem 4.7. �

4.3. Several results on ϕ(n). In this subsection, we prove several results on ϕ(n) = rankRN
!
n.

These results will be used in §5 and §6 for describing the ranks of Hochschild cohomology over R.

Definition 4.11. For the R-algebra N! = ⊕∞
n=0N

!
n, set

ϕ(n) = rankRN
!
n = ♯B(N!

n),(4.3)

f !(t) =

∞∑

n=0

(rankRN
!
n) t

n.(4.4)

Note that ϕ(n) = 0 for n < 0.

Definition 4.12. For 1 ≤ i ≤ m− 1, we define

B(N!
n)(i) =

{
∅ (n = 0),
{yif ∈ B(N!

n) | f ∈ B(N!
n−1)} (n > 0),

ψi(n) = ♯B(N!
n)(i) (n ≥ 0).

Note that ψi(0) = 0 and ψi(1) = 1 for 1 ≤ i ≤ m− 1 and that ϕ(n) =
∑m−1

i=1 ψi(n) for n ≥ 1.

Proposition 4.13. We have




ψ1(n+ 1)
ψ2(n+ 1)

...
ψm−1(n+ 1)


 =




1 0 1 · · · 1
1 1 0 · · · 1
...

... · · ·
. . .

...
1 1 1 · · · 0
1 1 1 · · · 1







ψ1(n)
ψ2(n)

...
ψm−1(n)


 (n ≥ 1)

and 


ψ1(1)
ψ2(1)

...
ψm−1(1)


 =




1
1
...
1


 .

Proof. Recall that ψi(1) = 1 for 1 ≤ i ≤ m − 1. Note that yiyi+1 = 0 in N! for 1 ≤ i ≤ m − 2.
Since

B(N!
n+1)(i) = yiB(N

!
n)(1)

∐
· · ·
∐

yiB(N
!
n)(i)

∐
yiB(N

!
n)(i+ 2)

∐
· · ·
∐

yiB(N
!
n)(m− 1)

for 1 ≤ i ≤ m− 1 and n ≥ 1, we can verify the statement. �

Corollary 4.14. For m ≥ 2, we have ϕ(0) = 1, ϕ(1) = m − 1, and ϕ(2) = m2 − 3m + 3. In
particular, ϕ(n) > 0 for n ≥ 0.
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Proof. By Proposition 4.13, we can calculate ϕ(n) for 0 ≤ n ≤ 2. (We can also calculate them
directly.) We also easily see that ψi(n) > 0 for 1 ≤ i ≤ m − 1 and n > 0 by induction. Hence,

ϕ(n) =
∑m−1

i=1 ψi(n) > 0 for n > 0. �

Let Nd be the degree d component of N. Let us define

f(t) =

∞∑

n=0

(rankRNn) t
n.(4.5)

Note that

f(t) = 1 +

m−1∑

k=1

(m− k)tk = 1 +

m−1∑

k=1

ktm−k.(4.6)

By [11, Chapter 2 Corollary 4.3], the quadratic monomial algebra Nm(R) over R is Koszul when
R is a field. Hence, we have the following formula.

Proposition 4.15. For m ≥ 2,

f !(t)f(−t) = 1.

In particular,

f !(t) =
1

f(−t)
=

1

1 +

m−1∑

k=1

(−1)k(m− k)tk

.

Proof. By [11, Chapter 2 Corollary 2.2] or [7, Theorem 3.5.1], we see that f !(t)f(−t) = 1 if R is a
field. The formula can be also proved for any commutative ring R since f(t) and f !(t) are common
to any R. �

The following lemma will be used in §6.

Lemma 4.16. For q > 0, we have

ϕ(q) =

m−1∑

r=1

(−1)r−1(m− r)ϕ(q − r).

Proof. Since f !(x)f(−x) = 1 by Proposition 4.15, we have

∑

q≥0

ϕ(q)xq


 ·

(
1 +

m−1∑

k=1

(m− k)(−x)k

)
= 1.

Comparing the coefficients of xq in both sides, we obtain

ϕ(q) − (m− 1)ϕ(q − 1) + (m− 2)ϕ(q − 2)− · · ·+ (−1)m−1ϕ(q − (m− 1)) = 0.

This completes the proof. �

We have another formula for ϕ(n).

Proposition 4.17. For n ≥ 0, we have

ϕ(n) = (−1)n
∑

r≥0

(−1)r
∑

(a1,...,ar)

(m− a1) · · · (m− ar),(4.7)

where the second sum ranges over the r-tuples (a1, . . . , ar) of integers such that 1 ≤ ai < m for
1 ≤ i ≤ r and a1 + · · ·+ ar = n.
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Proof. Recall Br(R,N, R)d = ⊕a1+···+ar=d Na1 ⊗R · · · ⊗R Nar
. Since rankRNa = m − a for

1 ≤ a ≤ m and N0 = 0,

rankRBr(R,N, R)d =
∑

(m− a1) · · · (m− ar),

where the sum ranges over the r-tuples (a1, . . . , ar) of integers such that 1 ≤ ai < m for 1 ≤

i ≤ r and a1 + · · · + ar = d. The rank of C
r,d

(N, R) = HomR(Br(R,N, R)d, R) is equal to
rankRBr(R,N, R)d. Note that the cochain complex

0 −→ C
0,d

(N, R) −→ C
1,d

(N, R) −→ C
2,d

(N, R) −→ · · ·(4.8)

satisfies that C
r,d

(N, R) = 0 for r > d. By taking the Euler characteristic of (4.8) and using

HHr,d(N, R) ∼= Hr(C
∗,d

(N, R)), we obtain
∑

r≥0

(−1)rrankRHH
r,d(N, R) =

∑

r≥0

(−1)rrankRC
r,d

(N, R).

By Theorem 4.10, HHr,d(N, R) = 0 for r 6= d and HHd,d(N, R) ∼= N!
d. Hence,

(−1)drankRN
!
d =

∑

r≥0

(−1)rrankRC
r,d

(N, R).

Thus, we have

ϕ(n) = rankRN
!
n

= (−1)n
∑

r≥0

(−1)rrankRC
r,n

(N, R)

= (−1)n
∑

r≥0

(−1)r
∑

(a1,...,ar)

(m− a1) · · · (m− ar),

which is what we wanted to show. �

By taking account of the appearance of the term (m− 1)i1(m− 2)i2 · · · (m− (m− 1))im−1 in the
right hand side of (4.7) in Proposition 4.17, we obtain the following corollary.

Corollary 4.18. For n ≥ 0, we have

ϕ(n) = (−1)n
∑ (i1 + i2 + · · ·+ im−1)!

i1!i2! · · · im−1!
(1−m)i1(2−m)i2 · · · ((m− 1)−m)im−1 ,(4.9)

where the sum ranges over the (m − 1)-tuples (i1, i2, . . . , im−1) of non-negative integers such that
i1 + 2i2 + · · ·+ (m− 1)im−1 = n.

Remark 4.19. Corollary 4.18 can be also proved by using Proposition 4.15. Indeed, putting

y = −
∑m−1

k=1 (−1)k(m− k)tk =
∑m−1

k=1 (k −m)(−t)k, we have

f !(t) =
1

f(−t)
=

1

1− y
= 1 + y + y2 + y3 + · · ·

by Proposition 4.15. Then f !(t) equals to

∑

r≥0

yr =
∑

r≥0

{
m−1∑

k=1

(k −m)(−t)k

}r

=
∑

n≥0

(−1)ntn
∑ (i1 + i2 + · · ·+ im−1)!

i1!i2! · · · im−1!
(1−m)i1 (2−m)i2 · · · ((m− 1)−m)im−1 ,
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where the second sum ranges over the (m − 1)-tuples (i1, i2, . . . , im−1) of non-negative integers
such that i1 + 2i2 + · · · + (m − 1)im−1 = n. Comparing the coefficients of tn on both sides, we
obtain (4.9).

5. HH∗(Nm(R),Mm(R)/Nm(R))

In this section, we determine the R-module structure of HH∗(Nm(R),Mm(R)/Nm(R)) form ≥ 3.
(The case m = 2 will be discussed in §9.) In §5.1, we construct a spectral sequence converg-
ing to HH∗(Nm(R),Mm(R)/Nm(R)), which collapses from the E2-page. In §5.2, we show that
HH∗(Nm(R),Mm(R)/Nm(R)) is a free R-module by calculating Ep,q

2 . We also calculate the rank
of the free R-module HH∗(Nm(R),Mm(R)/Nm(R)) by using ϕ(n) defined in Definition 4.11.

5.1. Spectral sequences for subquotients of Mm(R). In this subsection we introduce a Z-
grading on the matrix algebra Mm(R). Using this grading, we construct a spectral sequence of

Z-graded R-modules converging to the Hochschild cohomology HH∗(Nm(R), M̂), where M̂ is a
subquotient of the Z-graded R-module Mm(R). Furthermore, we show that this spectral sequence
collapses from the E2-page.

In this subsection we work in the abelian category of Z-graded R-modules. Let m ≥ 2 and
M = Mm(R). First, we introduce a grading on M. We can choose a basis

{Ei,j | 1 ≤ i, j ≤ m}

over R. We define a (homological) degree r component of M by

Mr =
⊕

j−i=r

R{Ei,j}.

Then we can verify that M =
⊕

r∈ZMr is a Z-graded associative algebra over R.
Let N = Nm(R). We can easily see that N is a Z-graded subalgebra of M. For a Z-graded

N-bimodule L over R, we let C∗(N, L) be the Hochschild cochain complex. We have

Cp(N, L) ∼= HomR(N
⊗p, L)

∼= (N∗)⊗p ⊗R L,

where N∗ = HomR(N, R). We denote by

Cp,s(N, L)

the R-submodule of Cp(N, L) of (cohomological) degree s. For example, when L = N, we have

E1,2 ∈ C0,−1(N,N), E∗
2,3 ⊗ Im ∈ C1,1(N,N), E∗

1,2 ⊗ E∗
1,3 ⊗ E2,3 ∈ C2,2(N,N),

where {I∗m}∪{E∗
i,j | i < j} is the dual basis of N∗ with respect to the R-basis {Im}∪{Ei,j | i < j}

of N.
Since the differential d : Cp(N, L) → Cp+1(N, L) preserves the grading, we have an isomorphism

C∗(N, L) ∼=
⊕

s∈Z

C∗,s(N, L)

of cochain complexes of R-modules. Thus, we can regard C∗(N, L) as a cochain complex of Z-
graded R-modules. We set

HHn,s(N, L) = Hn(C∗,s(N, L))(5.1)

as in Notation 3.7.
Let

J =
⊕

j−i>0

R{Ei,j}
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be the two-sided ideal of N consisting of upper triangular matrices with zero diagonal entries. In
other words, J coincides with J(Nm(R)) defined in §4.2. By (3.1), we have the filtration {J

p
L}p≥0

on M , which induces a filtration on the cochain complex C∗(N, L). Since J is a homogeneous
two-sided ideal of N, we can verify that this filtration is compatible with the grading. Thus, we
obtain a spectral sequence

JEp,q
1 (N, L) =⇒ HHp+q(N, L)

of Z-graded R-modules by Proposition 3.6, where

JEp,q
1 (N, L) ∼= HHp+q(N, J

p
L/J

p+1
L).

We note that
JEp,q

r (N, L) = 0

for p ≥ 2m− 1 since J
2m−1

L = 0.
Next, we consider the following situation. Let M ′′ ⊂ M ′ ⊂ M = Mm(R) be Z-graded N-

sub-bimodules over R. We would like to construct another spectral sequence converging to the

Hochschild cohomology HH∗(N, M̂), where M̂ =M ′/M ′′.
For this purpose, we define a filtration {F pM} on the Z-graded R-module M = Mm(R) by

reindexing the filtration {J
p
M} as follows

F p−(m−1)M = J
p
M =

∑

a+b=p

JaMJb.

Then we have

M = F−(m−1)M ⊃ F−(m−1)+1M ⊃ · · · ⊃ Fm−1M ⊃ FmM = 0.

Note that

Grp(M) ∼= R{Ei,j| j − i = p}.

Using this filtration on M, we define a filtration {F pM̂} on M̂ to be the induced filtration

F pM̂ = ((M ′ ∩ F pM) +M ′′)/M ′′.

Note that Grp(M̂) = F pM̂/F p+1M̂ is a subquotient of Grp(M). Using this filtration on M̂ , we
obtain the following proposition.

Proposition 5.1. There is a spectral sequence

MEp,q
1 (N, M̂) =⇒ Hp+q(N, M̂)

of Z-graded R-modules, where

MEp,q
1 (N, M̂) ∼= HHp+q(N,Grp(M̂)).

We have MEp,q
r (N, M̂) = 0 unless −(m− 1) ≤ p ≤ m− 1.

We shall show that the spectral sequence {MEp,q
r (N, M̂)}r≥1 collapses from the E2-page and that

there is no extension problem. Recall the degree s component MEp,q,s
r (N, M̂) of {MEp,q

r (N, M̂)}r≥1

in Proposition 3.6.

Lemma 5.2. We have

MEp,q,s
1 (N, M̂) ∼=

{
HHp+q(N,Grp(M̂)) (s = q),

0 (s 6= q).
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Proof. Since J ·Grp(M̂) = Grp(M̂) · J = 0 for each p ≥ 0, we have an isomorphism

MEp,q
1 (N, M̂) ∼= HHp+q(N, R)⊗R Grp(M̂)

by Proposition 4.9. Recall that

HHn,d(N, R) ∼=

{
N!

n (d = n),
0 (d 6= n)

by Theorem 4.10. The statement follows from the fact that Grp(M̂) is a subquotient of Grp(M) =
R{Ei,j | j − i = p}. �

Theorem 5.3. The spectral sequence MEp,q
1 (N, M̂) =⇒ HHp+q(N, M̂) collapses from the E2-page

and there is no extension problem.

Proof. By Lemmas 3.8 and 5.2, we see that the spectral sequence collapses from the E2-page.

We shall show that there is no extension problem. We have a filtration {F pHHn(N, M̂ )} on the

Z-graded R-module HHn(N, M̂) given by

F pHHn(N, M̂) = Im(HHn(N, F pM̂) −→ HHn(N, M̂)).

By Lemma 5.2, MEp,q,s
∞ = 0 for s 6= q. This implies that the exact sequence

0 −→ F p+1HHn(N, M̂) −→ F pHHn(N, M̂) −→ MEp,n−p
∞ (N, M̂) −→ 0

is canonically split. We obtain a canonical isomorphism

HHn(N; M̂) ∼=
⊕

p

MEp,n−p
∞ (N, M̂)

and hence there is no extension problem. �

In particular, applying Theorem 5.3 to the case where M̂ = M/N, we obtain the following
corollary.

Corollary 5.4. The spectral sequence

MEp,q
1 (N,M/N) =⇒ HHp+q(N,M/N)

of Z-graded R-modules collapses from the E2-page. There is an isomorphism

HHn(N,M/N) =
⊕

n,s

HHn,s(N,M/N) ∼=
⊕

n,s

MEn−s,s
∞ (N,M/N)

of bigraded R-modules.

5.2. Calculation of HH∗(Nm(R),Mm(R)/Nm(R)). In this subsection, we assume that m ≥ 3.
Let us calculate HH∗(Nm(R),Mm(R)/Nm(R)). By Corollary 5.4, we only need to calculate
Ep,q

2 (N,M/N). Put F p = F p(M/N) and Ep,q
r = Ep,q

r (N,M/N). Recall that

M/N = F−(m−1) ⊃ F−(m−2) ⊃ F−(m−3) ⊃ · · · ⊃ F 0 = B/N ⊃ F 1 = 0,

where B = Bm(R) = {(aij) ∈ Mm(R) | aij = 0 for i > j}. It is easy to see that Grp(M/N) =
F p/F p+1 is isomorphic to the direct sum of finitely many copies of R as an N-bimodule over R.
Hence we have

Ep,q
1

∼= HHp+q(N, R)⊗R (F p/F p+1) ∼= N!
p+q ⊗R (F p/F p+1).
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Since F p/F p+1 is a free module over R, so is Ep,q
1 . Note that rankR(F

−(m−1)/F−(m−2)) =

1, rankR(F
−(m−2)/F−(m−3)) = 2, . . . , rankR(F

−1/F 0) = m − 1 and rankR(F
0/F 1) = m − 1.

Then we have

rankRE
−(m−1),q
1 = ϕ(q −m+ 1),

rankRE
−(m−2),q
1 = 2ϕ(q −m+ 2),

rankRE
−(m−3),q
1 = 3ϕ(q −m+ 3),
· · · · · · · · ·

rankRE
−1,q
1 = (m− 1)ϕ(q − 1),

rankRE
0,q
1 = (m− 1)ϕ(q),

where ϕ(n) = rankRN
!
n in Definition 4.11. The R-homomorphism dp,q1 : Ep,q

1 → Ep+1,q
1 can be

identified with the connecting homomorphism δ : HHp+q(N, F p/F p+1) → HHp+q+1(N, F p+1/F p+2)
obtained by the short exact sequence 0 → F p+1/F p+2 → F p/F p+2 → F p/F p+1 → 0.

We can write

Grp(M/N) = F p/F p+1 =

{
RE1−p,1 ⊕RE2−p,2 ⊕ · · · ⊕REm,m+p (−(m− 1) ≤ p ≤ −1),
(RE1,1 ⊕RE2,2 ⊕ · · ·REm,m)/RIm (p = 0).

By Proposition 4.1 (3), K̂∗(A) gives us a graded free resolution of A as A-bimodules over R if

A = N. Recall the differential d̂n : A⊗R (A!
n)

∗ ⊗R A→ A⊗R (A!
n−1)

∗ ⊗R A is given by (4.1). For
−(m− 1) ≤ p ≤ −1,

dp,q1 : N!
p+q ⊗Grp(M/N) −→ N!

p+q+1 ⊗Grp+1(M/N)
f ⊗ Ei−p,i 7−→ yi−p−1f ⊗ Ei−p−1,i + (−1)p+q+1fyi ⊗ Ei−p,i+1

for 1 ≤ i ≤ m+ p.
Let us consider the complex

0 −→ E
−(m−1),q
1

d
−(m−1),q
1 −→ E

−(m−2),q
1

d
−(m−2),q
1 −→ E

−(m−3),q
1

d
−(m−3),q
1 −→ · · ·

d−2,q
1−→ E−1,q

1

d−1,q
1−→ E0,q

1 −→ 0.

We define another complex

0 −→ C
−(m−1),q
1

δ
−(m−1),q
1 −→ C

−(m−2),q
1

δ
−(m−2),q
1 −→ C

−(m−3),q
1

δ
−(m−3),q
1 −→ · · ·

δ−2,q
1−→ C−1,q

1

δ−1,q
1−→ C0,q

1 −→ 0

by Ci,q = Ei,q
1 for −(m− 1) ≤ i ≤ −1, C0,q = N!

q ⊗R (RE1,1 ⊕ RE2,2 ⊕ · · · ⊕ REm,m), δi,q = di,q1
for −(m− 1) ≤ i ≤ −2, and

δ−1,q : C−1,q = N!
q−1 ⊗Gr−1(M/N) −→ C0,q = N!

q ⊗R (⊕m
k=1REk,k)

f ⊗ Ei+1,i 7−→ yif ⊗ Ei,i + (−1)qfyi ⊗ Ei+1,i+1

for 1 ≤ i ≤ m− 1. Then we have a homomorphism of complexes

0 −→ C−(m−1),q δ−(m−1),q

−→ C−(m−2),q δ−(m−2),q

−→ · · ·
δ−2,q

−→ C−1,q δ−1,q

−→ C0,q −→ 0
↓ φ−(m−1) ↓ φ−(m−2) ↓ φ−1 ↓ φ0

0 −→ E
−(m−1),q
1

d
−(m−1),q
1 −→ E

−(m−2),q
1

d
−(m−2),q
1 −→ · · ·

d−2,q
1−→ E−1,q

1

d−1,q
1−→ E0,q

1 −→ 0,

where φi = idEi,q
1

for −(m − 1) ≤ i ≤ −1 and φ0 : C0,q = N!
q ⊗R (⊕m

k=1REk,k) → E0,q
1 =

N!
q ⊗R ((⊕m

k=1REk,k)/RIm) is the projection.

Remark 5.5. We can give an interpretation of Cp,q from a viewpoint of spectral sequences. Let
J = J(Nm(R)). As in the case M/N, we put F ′p = F p(M/J). We have a filtration

M/J = F ′−(m−1) ⊃ F ′−(m−2) ⊃ · · · ⊃ F ′1 ⊃ F ′0 ⊃ F ′−1 = 0
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of A-bimodules over R. We denote by Grp(M/J) the p-th associated graded module F ′p/F ′p+1.
By Proposition 5.1, we obtain a spectral sequence

E′p,q
1 = HHp+q(N,Grp(M/J)) =⇒ HHp+q(N,M/J)

with

dr : E′p,q
r −→ E′p+r,q−r+1

r

for r ≥ 1. Then {Cp,q} ∼= {E′p,q
1 } as chain complexes. The homomorphism {Cp,q → Ep,q

1 } of chain
complexes can be identified with the canonical map of spectral sequences E′p,q

1 → Ep,q
1 .

Set Gp = Grp(M/N) for −(m− 1) ≤ p ≤ −1 and G0 = ⊕m
k=1REk,k. For −(m − 1) ≤ p ≤ −1,

we define the R-homomorphism sp+1,q : Cp+1,q → Cp,q by

Cp+1,q = N!
p+q+1 ⊗Gp+1 sp+1,q

−→ Cp,q = N!
p+q ⊗Gp

f ⊗ Ei,i+p+1 7−→





0 if f /∈ yiB(N!
p+q)

f ′ ⊗ Ei+1,i+p+1
if f = yif

′

for f ′ ∈ B(N!
p+q)

(−p ≤ i ≤ m− 1),

f ⊗ Em,m+p+1 7−→ 0 (i = m)

for f ∈ B(N!
p+q+1).

Lemma 5.6. For −(m−2) ≤ p ≤ −1, δp−1,q◦sp,q+sp+1,q◦δp,q = idCp,q and s−(m−2),q◦δ−(m−1),q =
idC−(m−1),q :

0 // C−(m−1),q δ−(m−1),q
//

id
��

C−(m−2),q δ−(m−2),q
//

id
��

s−(m−2),q

vv♠♠
♠♠
♠♠
♠
♠♠
♠♠
♠♠

s−(m−3),q

yyss
s
s
s
s
s
s
s
s
s

· · ·
δ−2,q

// C−1,q

s−1,q

~~⑤⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤

δ−1,q
//

id
��

C0,q //

id
��

s0,q

{{✇✇
✇
✇
✇
✇
✇
✇
✇

// 0

0 // C−(m−1),q δ−(m−1),q
// C−(m−2),q δ−(m−2),q

// · · ·
δ−2,q

// C−1,q δ−1,q
// C0,q // 0.

Proof. Let us prove that s−(m−2),q ◦ δ−(m−1),q = idC−(m−1),q . For f ⊗ Em,1 ∈ C−(m−1),q =
N!

q−(m−1) ⊗R REm,1,

s−(m−2),q ◦ δ−(m−1),q(f ⊗ Em,1) = s−(m−2),q(ym−1f ⊗ Em−1,1 + (−1)q−m+2fy1 ⊗ Em,2)

= f ⊗ Em,1.

Hence, s−(m−2),q ◦ δ−(m−1),q = idC−(m−1),q .
Let us show that δp−1,q ◦ sp,q + sp+1,q ◦ δp,q = idCp,q for −(m − 2) ≤ p ≤ −1. Note that

Cp,q = N!
p+q ⊗R (RE1−p,1 ⊕ RE2−p,2 ⊕ · · · ⊕ REm,m+p). It suffices to prove that (δp−1,q ◦ sp,q +

sp+1,q ◦ δp,q)(f ⊗ Ei−p,i) = f ⊗ Ei−p,i for −(m− 2) ≤ p ≤ −1, 1 ≤ i ≤ m + p, and f ∈ B(N!
p+q).

Note that

δp,q(f ⊗ Ei−p,i) = yi−p−1f ⊗ Ei−p−1,i + (−1)p+q+1fyi ⊗ Ei−p,i+1.

Assume that 1 ≤ i ≤ m+ p− 1 and that f ∈ B(N!
p+q). Then

sp+1,q ◦ δp,q(f ⊗ Ei−p,i) =

{
f ⊗ Ei−p,i (f /∈ yi−pB(N!

p+q−1)),
(−1)p+q+1f ′yi ⊗ Ei−p+1,i+1 (f = yi−pf

′).

Since

sp,q(f ⊗ Ei−p,i) =

{
0 (f /∈ yi−pB(N!

p+q−1)),
f ′ ⊗ Ei−p+1,i (f = yi−pf

′),
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we have

δp−1,q ◦ sp,q(f ⊗ Ei−p,i)

=

{
0 (f /∈ yi−pB(N!

p+q−1)),
f ⊗ Ei−p,i + (−1)p+qf ′yiEi−p+1,i+1 (f = yi−pf

′).

Thereby, we obtain

(δp−1,q ◦ sp,q + sp+1,q ◦ δp,q)(f ⊗ Ei−p,i) = f ⊗ Ei−p,i.

Assume that i = m+ p and that f ∈ B(N!
p+q). Then s

p+1,q ◦ δp,q(f ⊗ Em,m+p) = f ⊗ Em,m+p.

Since sp,q(f ⊗Em,m+p) = 0, δp−1,q ◦ sp,q(f ⊗Em,m+p) = 0. Hence (δp−1,q ◦ sp,q + sp+1,q ◦ δp,q)(f ⊗
Em,m+p) = f ⊗ Em,m+p. This completes the proof. �

Lemma 5.7. Let K0,q = N!
q⊗RRIm ⊆ C0,q = N!

q⊗R(
∑m

k=1REk,k). Then δ
−1,q(C−1,q)∩K0,q = 0.

Proof. Let x = f2 ⊗ E2,1 + f3 ⊗ E3,2 + · · · + fi ⊗ Ei,i−1 + · · · + fm ⊗ Em,m−1 ∈ C−1,q, where
fi ∈ N!

q−1 (2 ≤ i ≤ m). Note that

δ−1,q(x) = y1f2 ⊗ E1,1 + ((−1)qf2y1 + y2f3)E2,2 + ((−1)qf3y2 + y3f4)E3,3 + · · ·

+ ((−1)qfiyi−1 + yifi+1)Ei,i + · · ·+ ((−1)qfm−1ym−2 + ym−1fm)Em−1,m−1

+ (−1)qfmym−1 ⊗ Em,m.

Suppose that δ−1,q(x) ∈ K0,q. Then

y1f2 = (−1)qf2y1 + y2f3,(5.2)

(−1)qf2y1 + y2f3 = (−1)qf3y2 + y3f4,(5.3)

· · ·

(−1)qfm−1ym−2 + ym−1fm = (−1)qfmym−1.(5.m)

We can write f2 = f ′
2 + y2f

′′
2 such that f ′

2 ∈ y1N
!
q−2 ⊕ y3N

!
q−2 ⊕ · · · ⊕ ym−1N

!
q−2 and f ′′

2 ∈ N!
q−2.

By (5.2), we obtain

y1f
′
2 = (−1)qf ′

2y1 + (−1)qy2f
′′
2 y1 + y2f3,

and hence

y1f
′
2 − (−1)qf ′

2y1 = y2((−1)qf ′′
2 y1 + f3).(5.4)

Since the right hand side of (5.4) has the leading term y2, we have y1f
′
2 − (−1)qf ′

2y1 = 0. Hence

y1f
′
2 = (−1)qf ′

2y1. We see that f ′
2 = cyq−1

1 for some c ∈ R.
Similarly, we can write fm = f ′

m+f ′′
mym−2 such that f ′

m ∈ N!
q−2y1⊕· · ·⊕N!

q−2ym−3⊕N!
q−2ym−1

and f ′′
m ∈ N!

q−2. By (5.m), we obtain

(−1)qfm−1ym−2 + ym−1f
′
m + ym−1f

′′
mym−2 = (−1)qf ′

mym−1,

and hence

((−1)qfm−1 + ym−1f
′′
m)ym−2 = (−1)qf ′

mym−1 − ym−1f
′
m.(5.5)

Since the left hand side of (5.5) has the last term ym−2, we have (−1)qf ′
mym−1 − ym−1f

′
m = 0.

Hence ym−1f
′
m = (−1)qf ′

mym−1. We see that f ′
m = dyq−1

m−1 for some d ∈ R.
By using (5.2), (5.3), . . ., and (5.m), y1f2 = (−1)qfmym−1. Then we obtain

y1(f
′
2 + y2f

′′
2 ) = (−1)q(f ′

m + f ′′
mym−2)ym−1,

y1f
′
2 = (−1)qf ′

mym−1.
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Since f ′
2 = cyq−1

1 and f ′
m = dyq−1

m−1, cy
q
1 = (−1)qdyqm−1, which implies that c = d = 0. Hence

y1f2 = y1(f
′
2 + y2f

′′
2 ) = y1y2f

′′
2 = 0. Therefore δ−1,q(x) = 0 by (5.2), (5.3), . . ., and (5.m). This

completes the proof. �

Proposition 5.8. For −(m − 1) ≤ p ≤ −1, we have Ep,q
2 = 0 for all q. In particular, Ep,q

2 = 0
unless p = 0.

Proof. For −(m− 1) ≤ p ≤ −2, Ep,q
2

∼= Hp(C∗,q) = 0 by Lemma 5.6. For p = −1, let us consider
the commutative diagram with columns exact:

0
↓

0 0 K0,q

↓ ↓ ↓

· · ·
δ−3,q

−→ C−2,q δ−2,q

−→ C−1,q δ−1,q

−→ C0,q −→ 0
↓ φ−2 ↓ φ−1 ↓ φ0

· · ·
d−3,q
1−→ E−2,q

1

d−2,q
1−→ E−1,q

1

d−1,q
1−→ E0,q

1 −→ 0
↓ ↓ ↓
0 0 0.

It is easy to see that E−1,q
2

∼= H−1(C∗,q) = 0 by Lemmas 5.6 and 5.7. The last statement follows
from that Ep,q

1 = 0 unless −(m− 1) ≤ p ≤ 0. �

We introduce the following claim. This is true for the case R is a field.

Claim 5.9. The R-module E0,q
2

∼= E0,q
1 /Im d−1,q

1 is free.

Under the hypothesis that Claim 5.9 is true, let us calculate rankRE
0,q
2 . By taking the Euler

characteristic of the cochain complex

0 −→ E
−(m−1),q
1

d
−(m−1),q
1 −→ E

−(m−2),q
1

d
−(m−2),q
1 −→ · · ·

d−2,q
1−→ E−1,q

1

d−1,q
1−→ E0,q

1 −→ 0,

we obtain
0∑

k=−(m−1)

(−1)krankRE
k,q
2 =

0∑

k=−(m−1)

(−1)krankRE
k,q
1

= (m− 1)ϕ(q) +

−1∑

k=−(m−1)

(−1)k(m+ k)ϕ(q + k).

Since Ek,q
2 = 0 for −(m− 1) ≤ k ≤ −1 by Proposition 5.8,

rankRE
0,q
2 = (m− 1)ϕ(q) +

−1∑

k=−(m−1)

(−1)k(m+ k)ϕ(q + k).

Hence

rankRE
0,q
2 = (m− 1)ϕ(q) +

m−1∑

k=1

(−1)m+kkϕ(q −m+ k).(5.6)

Now, let us prove Claim 5.9. To emphasize R, we denote by d−1,q
1 (R) : E−1,q

1 (R) → E0,q
1 (R)

the differential d−1,q
1 : E−1,q

1 → E0,q
1 . We can ragard d−1,q

1 (S) as d−1,q
1 (R) ⊗R S for any ring

homomorphism R→ S.
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Lemma 5.10. The R-module E0,q
2

∼= E0,q
1 /Im d−1,q

1 is a free module over R. The rank of E0,q
2

over R is given by (5.6).

Proof. When R is a field, the statement is true. For R = Z, let us consider the exact sequence

E−1,q
1 (Z)

d−1,q
1 (Z)
−→ E0,q

1 (Z) −→ E0,q
2 (Z) −→ 0.(5.7)

Note that E0,q
2 (Z) is finitely generated over Z. Suppose that E0,q

2 (Z) has a torsion element x 6= 0
such that px = 0 for a prime number p. By tensoring (5.7) by Fp, we have an exact sequence

E−1,q
1 (Fp)

d−1,q
1 (Fp)
−→ E0,q

1 (Fp) −→ E0,q
2 (Z)⊗Z Fp −→ 0,

which implies that E0,q
2 (Fp) ∼= E0,q

2 (Z) ⊗Z Fp. By tensoring (5.7) by Q, we also have E0,q
2 (Q) ∼=

E0,q
2 (Z)⊗Z Q. By the fundamental theorem of finitely generated abelian groups, dimQ E

0,q
2 (Z)⊗Z

Q < dimFp
E0,q

2 (Z) ⊗Z Fp, which contradicts to the fact that both E0,q
2 (Q) and E0,q

2 (Fp) have the

same rank (5.6). Hence, E0,q
2 (Z) has no torsion element. By using the fundamental theorem of

finitely generated abelian groups again, we see that E0,q
2 (Z) is a free module of rank (5.6) over Z.

Let us consider the case that R is an arbitrary commutative ring. By tensoring (5.7) by R, we

have E0,q
2 (R) ∼= E0,q

2 (Z)⊗Z R. Since E
0,q
2 (Z) is a free module of rank (5.6) over Z, E0,q

2 (R) is also
a free module of rank (5.6) over R. This completes the proof. �

Theorem 5.11. Let m ≥ 3. The cohomology group HHn(Nm(R),Mm(R)/Nm(R)) is a free module
over R for n ≥ 0. The rank of HHn(Nm(R),Mm(R)/Nm(R)) is given by

rankRHH
n(Nm(R),Mm(R)/Nm(R)) = (m− 1)ϕ(n) +

m−1∑

k=1

(−1)m+kkϕ(n−m+ k).

Proof. The spectral sequence collapses from the E2-page and there is no extension problem by
Corollary 5.4. By Lemma 5.10, E0,q

2 is a free module over R. The statement follows from that

HHn(Nm(R),Mm(R)/Nm(R)) ∼= E0,n
2

and (5.6). �

Recall

f(t) =

∞∑

n=0

(rankRNm(R)n) t
n = 1 +

m−1∑

k=1

ktm−k,

f !(t) =

∞∑

n=0

(
rankRNm(R)!n

)
tn =

1

f(−t)
=

1

1 +

m−1∑

k=1

(−1)m−kktm−k

in (4.5), (4.6), (4.4), and Proposition 4.15. Let us define

h(t) =
∞∑

n=0

(rankRHH
n(Nm(R),Mm(R)/Nm(R))) tn.

Theorem 5.12. Let m ≥ 3. The generating function h(t) is given by

h(t) = 1 + (m− 2)f !(t).
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Proof. By Theorem 5.11,

h(t) =

{
(m− 1) +

m−1∑

k=1

(−1)m+kktm−k

}
f !(t)

=

(m− 1) +

m−1∑

k=1

(−1)m−kktm−k

1 +

m−1∑

k=1

(−1)m−kktm−k

= 1 +
m− 2

1 +
m−1∑

k=1

(−1)m−kktm−k

= 1 + (m− 2)f !(t).

This completes the proof. �

Corollary 5.13. Let m ≥ 3. The rank of rankRHH
n(Nm(R),Mm(R)/Nm(R)) is given by

rankRHH
n(Nm(R),Mm(R)/Nm(R)) =

{
m− 1 (n = 0),

(m− 2)ϕ(n) (n > 0).

Proof. Note that the constant term of f !(t) is 1. The statement follows from Theorem 5.12. �

Remark 5.14. If m = 3, then ϕ(n) = n + 1 for n ≥ 0. We can easily check that the result of
Corollary 5.13 is compatible with [9, Theorem 5.4]:

rankRHH
n(N3(R),M3(R)/N3(R)) =

{
2 (n = 0),
n+ 1 (n > 0).

Recall that HHn,s(Nm(R),Mm(R)/Nm(R)) = Hn(C∗,s(Nm(R),Mm(R)/Nm(R))) (cf. (5.1)).
By the result above, we have:

Theorem 5.15. Let m ≥ 3. For each n ≥ 0 and s ∈ Z, HHn,s(Nm(R),Mm(R)/Nm(R)) is a free
R-module. The rank is given by

rankRHH
n,s(Nm(R),Mm(R)/Nm(R)) =





0 (n 6= s),
m− 1 (n = s = 0),
(m− 2)ϕ(n) (n = s > 0).

Proof. As in Corollary 5.4, we have

HHn,s(Nm(R),Mm(R)/Nm(R)) ∼= En−s,s
∞ (Nm(R),Mm(R)/Nm(R))

∼= En−s,s
2 (Nm(R),Mm(R)/Nm(R)).

By the discussion above, we can verify the statement. �

As in the proofs of Claim 5.9, Lemma 5.10, and Theorem 5.11, we can show the following:

Proposition 5.16. Let m ≥ 3. The cohomology group HHn(Nm(R),Mm(R)/J(Nm(R))) is a free
module over R for n ≥ 0. The rank of HHn(Nm(R),Mm(R)/J(Nm(R))) is given by

rankRHH
n(Nm(R),Mm(R)/J(Nm(R))) =

{
m (n = 0),

(m− 1)ϕ(n) (n > 0).
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For each n ≥ 0 and s ∈ Z, HHn,s(Nm(R),Mm(R)/J(Nm(R))) is a free R-module. The rank is
given by

rankRHH
n,s(Nm(R),Mm(R)/J(Nm(R))) =





0 (n 6= s),
m (n = s = 0),
(m− 1)ϕ(n) (n = s > 0).

5.3. The Zariski tangent space of the moduli of subalgebras of Mm at Nm. In the pre-
vious subsection, we have calculated rankRHH

n(Nm(R),Mm(R)/Nm(R)). In this subsection, we
calculate the dimension of the tangent space of the moduli of subalgebras of Mm over Z at Nm for
m ≥ 3 by using rankRHH

1(Nm(R),Mm(R)/Nm(R)).

Proposition 5.17. Let R be a commutative ring. Set

N(Nm(R)) = {A ∈ Mm(R) | [A,B] := AB −BA ∈ Nm(R) for any B ∈ Nm(R)}.

For m ≥ 3, N(Nm(R)) = Bm(R).

Proof. It is easy to see that N(Nm(R)) ⊇ Bm(R). Let us show that N(Nm(R)) ⊆ Bm(R). Recall
the Z-grading on M = Mm(R) in §5.1:

M =
⊕

r∈Z

Mr, where Mr =
⊕

j−i=r

R{Ei,j}.

Set N(Nm(R))r = N(Nm(R)) ∩Mr. Since N(Nm(R)) = ⊕r∈ZN(Nm(R))r and Bm(R) = ⊕r≥0Mr,
it suffices to prove that N(Nm(R))r = 0 for −(m − 1) ≤ r ≤ −1. Suppose that there exists
x = a1E1−r,1 + a2E2−r,2 + · · ·+ am+rEm,m+r ∈ N(Nm(R))r with a1 = · · · = ai−1 = 0 and ai 6= 0.
If −(m− 1) ≤ r ≤ −2, then

[x,Ei,i+1] = aiEi−r,i+1 ∈ Nm(R).

This implies that ai = 0, which is a contradiction. If r = −1, then

[x,Ei,i+1] = aiEi+1,i+1 − aiEi,i ∈ Nm(R).

Since m ≥ 3, we see that ai = 0, which is a contradiction. Hence, N(Nm(R)) = Bm(R). �

Set d = rankRNm(R) =
m2 −m+ 2

2
. Recall the moduli of molds Moldm,d, in other words, the

moduli of rank d subalgebras of the full matrix ring Mm in [9, §3.1]. We can regard Nm as a point
of Moldm,d. Let us consider the Zariski tangent space TMoldm,d/Z,Nm

of Moldm,d over Z at Nm (for
details, see [9, Definition 3.10]).

Theorem 5.18. The dimension of the Zariski tangent space TMoldm,d/Z,Nm
of Moldm,d over Z at

Nm is

dimTMoldm,d/Z,Nm
=

3m2 − 7m+ 4

2
for m ≥ 3.

Proof. Let m ≥ 3. For any field k,

dimk HH
1(Nm(k),Mm(k)/Nm(k)) = (m− 2)ϕ(1) = (m− 2)(m− 1)

by Corollaries 4.14 and 5.13. We also see that

dimkN(Nm(k)) = dimk Bm(k) =
m(m+ 1)

2
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by Proposition 5.17. Using [9, Corollary 3.14], we obtain

dimTMoldm,d/Z,Nm
= dimk HH

1(Nm(k(x)),Mm(k(x))/Nm(k(x))) +m2 − dimkN(Nm(k(x)))

=
3m2 − 7m+ 4

2
,

where k(x) is the residue field of x = Nm. �

Remark 5.19. By Theorem 5.18, dimTMold3,4/Z,N3
= 5 for m = 3. This result coincides with

dimTMold3,4/Z,N3
in [9, Table 2].

Remark 5.20. In the case m = 2, N2(R) coincides with J2(R) defined in [9, Definition 4.16]. For
any field k, we have obtained

dimk HH
1(N2(k),M2(k)/N2(k)) =

{
1 (ch(k) 6= 2),
2 (ch(k) = 2)

by [9, Corollary 4.20]. We also see that

N(N2(k)) =

{
B2(k) (ch(k) 6= 2),
M2(k) (ch(k) = 2)

by [9, Proposition 4.21]. Using [9, Corollary 3.14] or [9, Example 4.22], we obtain

dimTMold2,3/Z,N2
= 2,

while Mold2,3 = P2
Z ([9, Example 3.6]).

6. The R-module structure of HH∗(Nm(R),Nm(R))

In this section, we determine the R-module structure of HH∗(Nm(R),Nm(R)) for m ≥ 3. (The
case m = 2 will be discussed in §9.) Throughout this section, we assume that m ≥ 3. Set
N = Nm(R), B = Bm(R), and J = J(Nm(R)). In §6.1, we consider a spectral sequence converging
to the Hochschild cohomology HH∗(N,N). In §6.2, we show that Ep,q

2 (B) = 0 unless p = 0,m− 1,
where Ep,q

1 (B) =⇒ HHp+q(N,B) is a spectral sequence converging to HH∗(N,B). We also show
that Ep,q

2 (B) is a finitely generated free module over R for p = 0,m− 1. In §6.3, we calculate the

rank of Ep,q
2 (B) over R for p = 0,m− 1. In §6.4, we show that E1,q

2 (N) is a finitely generated free
module over R for the spectral sequence Ep,q

1 (N,N) =⇒ HHp+q(N,N). In §6.5, we calculate the
rank of Ep,q

2 (N) over R for any p. As a result, we determine the R-module structure of HH∗(N,N).

6.1. Degeneration of spectral sequences. Recall the filtration {J
p
N} in (3.1) or §5.1. Ob-

viously, J
p
N = Jp as ideals of N. By regarding N as a subobject of the Z-graded R-algebra

M = Mm(R), we have F pN = J
p
N, where F pN = N ∩ F pM has been defined in §5.1. Using the

filtration {J
p
N}, we have a spectral sequence

JEp,q
1 (N,N) =⇒ HHp+q(N,N)

of R-algebras by Proposition 3.3. By the argument in §5, we see that it can be promoted to a
spectral sequence of Z-graded R-algebras.

Proposition 6.1. The spectral sequence
JEp,q

1 (N,N) =⇒ HHp+q(N,N)

of Z-graded R-algebras collapses from the E2-page. There is an isomorphism

HHn(N,N) =
⊕

n,s

HHn,s(N,N) ∼=
⊕

n,s

JEn−s,s
∞ (N,N)(6.1)

of bigraded R-modules, where HHn,s(N,N) ∼= JEn−s,s
∞ (N,N).
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Proof. Since the filtration {J
p
N} coincides with {F pN}, the spectral sequence {JEp,q

r (N,N)}r≥1

is isomorphic to {MEp,q
r (N,N)}r≥1 given by Proposition 5.1. Therefore, these spectral sequences

collapse from the E2-pages, and there are no extension problems as spectral sequences of Z-graded
R-modules by Theorem 5.3. This completes the proof. �

Remark 6.2. We can also prove that (6.1) is an isomorphism of bigraded R-algebras, which will
be proved in §7.

In the sequel, we omit J of JEp,q
1 (N,N). We also write Ep,q

r (N) = Ep,q
r (N,N) and Ep,q,s

r (N) =
Ep,q,s

r (N,N). Here we rephrase Lemma 5.2, which will be used later.

Lemma 6.3. We have

Ep,q,s
1 (N) ∼=

{
N!

p+q ⊗R Grp(N) (q = s),

0 (q 6= s).

When we consider B as a Z-graded N-bimodule, we can obtain a spectral sequence

Ep,q
1 (B) = HHp+q(N,Grp(B)) =⇒ HHp+q(N,B)

by Proposition 5.1. For the Z-graded N-bimodule B/N, we also obtain a spectral sequence

Ep,q
1 (B/N) = HHp+q(N,Grp(B/N)) =⇒ HHp+q(N,B/N).

Then there exist morphisms of spectral sequences

E∗,∗
r (N) −→ E∗,∗

r (B) −→ E∗,∗
r (B/N).

Note that Ep,q
1 (N), Ep,q

1 (B), and Ep,q
1 (B/N) are finitely generated free modules over R. Indeed, for

example, Ep,q
1 (B) ∼= N!

p+q ⊗R Grp(B) is a finitely generated free module over R. Unless 0 ≤ p ≤
m− 1, Ep,q

r (N) = Ep,q
r (B) = Ep,q

r (B/N) = 0 for r ≥ 1, since Grp(N) = Grp(B) = Grp(B/N) = 0.
Let us describe results on Ep,q

r (B/N) and HH∗(Nm(R),Bm(R)/Nm(R)). Using

Grp(B/N) =

{
B/N (p = 0),
0 (p 6= 0),

we obtain the following theorem.

Theorem 6.4. For r ≥ 1,

Ep,q
r (B/N) =

{
N!

q ⊗R (B/N) (p = 0),
0 (p 6= 0).

For n ≥ 0,

HHn(Nm(R),Bm(R)/Nm(R)) = N!
n ⊗R (B/N) ∼= N!

n ⊗R R
m−1.

In the sequel, if we emphasize the commutative ring R, then we write Ep,q
r (N;R) = Ep,q

r (N),
Ep,q

r (B;R) = Ep,q
r (B), and Ep,q

r (B/N;R) = Ep,q
r (B/N), respectively.
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6.2. The freeness of Ep,q
2 (B). In this subsection, we show that Ep,q

2 (B) = 0 unless p = 0,m− 1.
We also show that Ep,q

2 (B) is a finitely generated free module over R for p = 0,m− 1. Note that
Ep,q

1 (B) = N!
p+q ⊗R Grp(B) is a finitely generated free module over R for any p.

For 0 ≤ p ≤ m− 2,

Ep,q
1 (B) = N!

p+q ⊗Grp(B)
dp,q
1−→ Ep+1,q

1 (B) = N!
p+q+1 ⊗Grp+1(B)

f ⊗ Ei,i+p 7−→





(−1)p+q+1fyp+1 ⊗ E1,p+2 (i = 1),

yi−1f ⊗ Ei−1,i+p

+(−1)p+q+1fyi+p ⊗ Ei,i+p+1

(2 ≤ i ≤ m− p− 1),

ym−p−1f ⊗ Em−p−1,m (i = m− p)

for 1 ≤ i ≤ m− p.

Definition 6.5. For 1 ≤ p ≤ m− 1, we define an R-homomorphism sp,q : Ep,q
1 → Ep−1,q

1 by

Ep,q
1 (B) = N!

p+q ⊗Grp(B)
sp,q
−→ Ep−1,q

1 (B) = N!
p+q−1 ⊗Grp−1(B)

f ⊗ Ei,i+p 7−→





fR ⊗ Ei+1,i+p
(f = yifR, fR ∈ N!

p+q−1,
1 ≤ i ≤ m− p),

(−1)p+qfL ⊗ E1,p
(i = 1, f /∈ y1N

!
p+q−1,

f = fLyp, fL ∈ N!
p+q−1),

0 (otherwise)

for 1 ≤ i ≤ m− p and f ∈ B(N!
p+q).

Lemma 6.6. For 1 ≤ p ≤ m− 2, sp+1,q ◦ dp,q1 + dp−1,q
1 ◦ sp,q = idEp,q

1 (B).

Proof. Let 1 ≤ p ≤ m− 2. For 1 ≤ i ≤ m− p and f ∈ B(N!
p+q),

sp+1,q ◦ dp,q1 (f ⊗ Ei,i+p)

=





(−1)p+q+1fRyp+1 ⊗ E2,p+2 (i = 1, f = y1fR, fR ∈ N!
p+q−1),

0 (i = 1, f /∈ y1N
!
p+q−1, f = fLyp, fL ∈ N!

p+q−1),
f ⊗ E1,p+1 (i = 1, f /∈ y1N

!
p+q−1, f /∈ N!

p+q−1yp),
(−1)p+q+1fRyi+p ⊗ Ei+1,i+p+1 (2 ≤ i ≤ m− p− 1, f = yifR, fR ∈ N!

p+q−1),
f ⊗ Ei,i+p (2 ≤ i ≤ m− p− 1, f /∈ yiN

!
p+q−1),

0 (i = m− p, f = ym−pfR, fR ∈ N!
p+q−1),

f ⊗ Em−p,m (i = m− p, f /∈ ym−pN
!
p+q−1).

For 1 ≤ i ≤ m− p and f ∈ B(N!
p+q),

dp−1,q
1 ◦ sp,q(f ⊗ Ei,i+p)

=





f ⊗ E1,p+1 + (−1)p+qfRyp+1 ⊗ E2,p+2 (i = 1, f = y1fR, fR ∈ N!
p+q−1),

f ⊗ E1,p+1 (i = 1, f /∈ y1N
!
p+q−1, f = fLyp, fL ∈ N!

p+q−1),
0 (i = 1, f /∈ y1N

!
p+q−1, f /∈ N!

p+q−1yp),
f ⊗ Ei,i+p + (−1)p+qfRyi+p ⊗ Ei+1,i+p+1 (2 ≤ i ≤ m− p− 1, f = yifR, fR ∈ N!

p+q−1),
0 (2 ≤ i ≤ m− p− 1, f /∈ yiN

!
p+q−1),

f ⊗ Em−p,m (i = m− p, f = ym−pfR, fR ∈ N!
p+q−1),

0 (i = m− p, f /∈ ym−pN
!
p+q−1).

Hence, we see that sp+1,q ◦ dp,q1 + dp−1,q
1 ◦ sp,q = idEp,q

1 (B). �

Proposition 6.7. For 1 ≤ p ≤ m− 2, Ep,q
2 (B;R) = 0.
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Proof. The statement follows from Lemma 6.6. �

By Proposition 6.7, Ep,q
2 (B;R) = 0 unless p = 0,m− 1. For p = 0,m− 1, we have the following

proposition:

Proposition 6.8. For p = 0,m− 1, Ep,q
2 (B;R) is a finitely generated free R-module.

Proof. Let p = 0. For R = Z, E0,q
2 (B;Z) is a finitely generated free Z-module, since E0,q

2 (B;Z) ∼=
Kerd0,q1 is a submodule of the finitely generated free Z-module E0,q

1 (B;Z) ∼= N!
q ⊗ZGr0(B). For an

arbitrary commutative ring R, we have an exact sequence

0 −→ E0,q
2 (B;Z)⊗Z R −→ E0,q

2 (B;R) −→ TorZ1 (E
1,q
2 (B;Z), R)

by the universal coefficient theorem. By Proposition 6.7, E1,q
2 (B;Z) = 0 for m ≥ 3. Hence,

E0,q
2 (B;Z)⊗Z R ∼= E0,q

2 (B;R). Therefore, E0,q
2 (B;R) is a finitely generated free R-module.

Let p = m− 1. By Lemma 6.6 and the diagram

Em−3,q
1 (B;R)

dm−3,q
1

//

id

��

Em−2,q
1 (B;R)

dm−2,q
1

//

id

��

sm−2,q

ww♥♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥

Em−1,q
1 (B;R)

sm−1,q

ww♥♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥

//

id

��

0

Em−3,q
1 (B;R)

dm−3,q
1

// Em−2,q
1 (B;R)

dm−2,q
1

// Em−1,q
1 (B;R) // 0,

we obtain a short exact sequence

0 −→ Im dm−2,q
1 −→ Em−1,q

1 (B;R) −→ Em−1,q
2 (B;R) −→ 0,

which is split by sm−1,q. Hence, Em−1,q
1 (B;R) ∼= Im dm−2,q

1 ⊕ Em−1,q
2 (B;R). For R = Z,

Em−1,q
2 (B;Z) is finitely generated free Z-module, since it is isomorphic to a submodule of the

finitely generated free Z-module Em−1,q
1 (B;Z) ∼= N!

m+q−1 ⊗Z Grm−1(B). For an arbitrary commu-
tative ring R, we have an exact sequence

0 −→ Em−1,q
2 (B;Z)⊗Z R −→ Em−1,q

2 (B;R) −→ TorZ1(E
m,q
2 (B;Z), R)

by the universal coefficient theorem. By Em,q
2 (B;Z) = 0, Em−1,q

2 (B;R) ∼= Em−1,q
2 (B;Z) ⊗Z R.

Hence, Em−1,q
2 (B;R) is a finitely generated free R-module. �

Corollary 6.9. For m ≥ 4 and 2 ≤ p ≤ m − 2, Ep,q
2 (N;R) = 0. For m ≥ 3, Em−1,q

2 (N;R) is

isomorphic to the finitely generated free R-module Em−1,q
2 (B;R).

Proof. Since E1,q
1 (N) → E2,q

1 (N) → · · · → Em−1,q
1 (N) → 0 is isomorphic to E1,q

1 (B) → E2,q
1 (B) →

· · · → Em−1,q
1 (B) → 0, Ep,q

2 (N;R) ∼= Ep,q
2 (B;R) for 2 ≤ p ≤ m − 1. The statements follow from

Propositions 6.7 and 6.8. �

Remark 6.10. Recall that Ep,q
2 (N) = 0 unless 0 ≤ p ≤ m − 1. Furthermore, we also see that

Ep,q
2 (N) = 0 unless p = 0, 1,m− 1 for m ≥ 3 by Corollary 6.9.

Definition 6.11. Let q > 0. For I = (i1, i2, . . . , iq) with 1 ≤ i1, i2, . . . , iq ≤ m − 1, set yI =
yi1yi2 · · · yiq ∈ N!

q. For I = (i1, i2, . . . , iq), we define the length |I| of I by q. We also define

z(i, I) = yiyI ⊗ Ei,i + (−1)q+1yIyi ⊗ Ei+1,i+1 ∈ N!
q+1 ⊗R Gr0(B) ∼= E0,q+1

1 (B)

for 1 ≤ i ≤ m− 1 and I with |I| = q.
Let q = 0. We define

z(i, ∅) = z(i) = yi ⊗ Ei,i − yi ⊗ Ei+1,i+1 ∈ N!
1 ⊗R Gr0(B) ∼= E0,1

1 (B)
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for 1 ≤ i ≤ m− 1. If I = ∅, then put y∅ = 1 and |∅| = 0. For q ≥ 0, set

Z(q) = {z(i, I) | i = 1, 2, . . . ,m− 1, |I| = q}.

Proposition 6.12. As an R-submodule of E0,0
1 (B;R), E0,0

2 (B;R) = RIm. For q ≥ 0, E0,q+1
2 (B;R) =

R{z | z ∈ Z(q)} as R-submodules of E0,q+1
1 (B;R) ∼= N!

q+1 ⊗R Gr0(B).

Proof. Note that

E0,q+1
1 (B;R) ∼= N!

q+1 ⊗R Gr0(B)
d0,q+1
1−→ E1,q+1

1 (B;R) ∼= N!
q+2 ⊗R Gr1(B)

f ⊗ Ei,i 7−→





(−1)qfy1 ⊗ E1,2 (i = 1),

yi−1f ⊗ Ei−1,i

+(−1)qfyi ⊗ Ei,i+1
(2 ≤ i ≤ m− 1),

ym−1f ⊗ Em−1,m (i = m)

for f ∈ N!
q+1. Let z =

∑m
i=1 fi ⊗ Ei,i ∈ E0,q+1

1 (B;R) with fi ∈ N!
q+1 (1 ≤ i ≤ m). Since

d0,q+1
1 (z) = {(−1)qf1y1 + y1f2} ⊗ E1,2 + · · ·+ {(−1)qfm−1ym−1 + ym−1fm} ⊗ Em−1,m,

z ∈ Kerd0,q+1
1 if and only if

(−1)q+1f1y1 = y1f2, (−1)q+1f2y2 = y2f3, . . . , (−1)q+1fm−1ym−1 = ym−1fm.(6.2)

When q = −1, z ∈ Kerd0,01 if and only if f1 = f2 = · · · = fm ∈ R. Hence, E0,0
2 (B;R) ∼= Kerd0,01 =

RIm.
Let us consider E0,q+1

2 = Kerd0,q+1
1 ⊆ E0,q+1

1
∼= N!

q+1 ⊗R Gr0(B) for q ≥ 0. It is easy to verify

that z(i, I) ∈ Kerd0,q+1
1 . Conversely, suppose that z =

∑m
i=1 fi ⊗ Ei,i ∈ Kerd0,q+1

1 ⊆ E0,q+1
1 (B;R)

with fi ∈ N!
q+1 (1 ≤ i ≤ m). By (6.2), there exists g1, g2, . . . , gm−1 ∈ N!

q such that

f1 = y1g1,

f2 = (−1)q+1g1y1 + y2g2,

· · · · · · · · ·

fm−1 = (−1)q+1gm−2ym−2 + ym−1gm−1,

fm = (−1)q+1gm−1ym−1.

Then

z = {y1g1⊗E1,1+(−1)q+1g1y1⊗E2,2}+· · ·+{ym−1gm−1⊗Em−1,m−1+(−1)q+1gm−1ym−1⊗Em,m}.

Hence, z ∈ R{z | z ∈ Z(q)}. This completes the proof. �

Corollary 6.13. As R-modules, E0,1
2 (B;R) ∼= Rm−1.

Proof. By Proposition 6.12,

E0,1
2 (B;R) = R{z(1), z(2), . . . , z(m− 1)}.

It is easy to see that z(1), z(2), . . . , z(m− 1) are linearly independent over R. Hence, E0,1
2 (B;R) ∼=

Rm−1. �

Proposition 6.14. As quotient modules of E
m−1,−(m−1)+q
1 (B) ∼= N!

q ⊗R Grm−1(B) over R,

E
m−1,−(m−1)+q
2 (B) = R{yI ⊗ E1,m| I = (i1, . . . , iq), i1 6= 1, iq 6= m− 1}

for q ≥ 0. Here, we understand that E
m−1,−(m−1)
2 (B) = R{1 ⊗ E1,m} when q = 0. Moreover,

{yI ⊗ E1,m| I = (i1, . . . , iq), i1 6= 1, iq 6= m − 1} are linearly independent in E
m−1,−(m−1)+q
2 (B)

over R.
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Proof. Let us consider

d
m−2,−(m−1)+q
1 : E

m−2,−(m−1)+q
1

∼= Nq−1 ⊗R Grm−2(B) −→ E
m−1,−(m−1)+q
1

∼= Nq ⊗R Grm−1(B).

Since

d
m−2,−(m−1)+q
1 (yJ ⊗ E1,m−1) = (−1)qyJym−1 ⊗ E1,m,

d
m−2,−(m−1)+q
1 (yJ ⊗ E2,m) = y1yJ ⊗ E1,m

for |J | = q − 1, we have

Im d
m−2,−(m−1)+q
1 = R{yI ⊗ E1,m| I = (i1, . . . , iq), i1 = 1 or iq = m− 1}.

Hence, we can see that the statement is true. �

6.3. The rank of Ep,q
2 (B). In this subsection, we calculate the rank of the free R-module Ep,q

2 (B).
We note that rankRE

p,q
2 (B) = 0 unless p = 0 or m− 1 by Proposition 6.7. Recall

ϕ(q) = rankRN
!
q.

for q ∈ Z. We shall show the following theorem:

Theorem 6.15. For each q ∈ Z, we have

rankRE
p,q
2 (B) =





ϕ(q) (p = 0),

(−1)mϕ(q) +
m−1∑

k=0

(−1)k(k + 1)ϕ(q +m− k − 1) (p = m− 1).

6.3.1. The rank of E0,q
2 (B). First, we calculate the rank of E0,q

2 (B). In this subsubsection, we show

the following theorem, which claims the formula of rankRE
0,q
2 in Theorem 6.15.

Theorem 6.16. For each q ∈ Z, we have

rankRE
0,q
2 (B) = ϕ(q).

Recall yI in Definition 6.11. For q ≥ 0, we have ϕ(q) = ♯B(q), where

B(q) = {0 6= yI ∈ N!
q| I = (i1, . . . , iq)}.

We put

ϕ(q; i1 6= a) = ♯B(q, i1 6= a),

ϕ(q; i1 6= a, iq = b) = ♯B(q, i1 6= a, iq = b),

and so on, where

B(q; i1 6= a) = {yI ∈ B(q)| i1 6= a},

B(q; i1 6= a, iq = b) = {yI ∈ B(q)| i1 6= a, iq = b},

and so on. For ϕ(q; i1 6= 1), we have the following lemma.

Lemma 6.17. For q ≥ 0, we have

ϕ(q; i1 6= 1) =

m−1∑

r=0

(−1)rϕ(q − r),

where ϕ(0; i1 6= 1) = 1.
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Proof. When q = 0, we have

ϕ(0; i1 6= 1) = 1 = ϕ(0).

We consider the case when 0 < q ≤ m− 1. We have

ϕ(q; i1 6= 1)

= ϕ(q)− ϕ(q; i1 = 1)

= ϕ(q)− ϕ(q − 1; i1 6= 2)

= ϕ(q)− ϕ(q − 1) + ϕ(q − 1; i1 = 2)

= ϕ(q)− ϕ(q − 1) + ϕ(q − 2; i1 6= 3)

= · · ·

=
t−1∑

s=0

(−1)sϕ(q − s) + (−1)tϕ(q − t; i1 6= t+ 1)

=

q−2∑

s=0

(−1)sϕ(q − s) + (−1)q−1ϕ(1; i1 6= q)

=

q∑

s=0

(−1)sϕ(q − s).

We consider the case when q ≥ m. We have

ϕ(q; i1 6= 1)

=

t−1∑

s=0

(−1)sϕ(q − s) + (−1)tϕ(q − t; i1 6= t+ 1)

=

m−3∑

s=0

(−1)sϕ(q − s) + (−1)m−2ϕ(q − (m− 2); i1 6= m− 1)

=

m−1∑

s=0

(−1)sϕ(q − s).

This completes the proof. �

By Lemma 4.16, we have another formula for ϕ(q; i1 6= 1).

Lemma 6.18. For q > 0, we have

ϕ(q; i1 6= 1) =

m−2∑

r=1

(−1)r−1(m− 1− r)ϕ(q − r).

Proof. By Lemma 6.17, we have

ϕ(q; i1 6= 1) = ϕ(q) +

m−1∑

r=1

(−1)rϕ(q − r).
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Using Lemma 4.16, we obtain

ϕ(q; i1 6= 1)

=

m−1∑

r=1

(−1)r−1(m− r)ϕ(q − r) +

m−1∑

r=1

(−1)rϕ(q − r)

=
m−1∑

r=1

(−1)r−1(m− (r + 1))ϕ(q − r)

=
m−2∑

r=1

(−1)r−1(m− 1− r)ϕ(q − r).

This completes the proof. �

Now, we calculate rankRE
0,q
2 (B) for q ≥ 0. Recall z(i, I) in Definition 6.11. By Proposition 6.12,

E0,q+1
2 (B) = R{z| z ∈ Z(q)}

for q ≥ 0, where

Z(q) = {z(i, I)| i = 1, . . . ,m− 1, |I| = q}.

For 1 ≤ i ≤ m− 1, we set

Z(q; i)1 = {z(i, I) ∈ Z(q)| i1 6= i+ 1, iq 6= i− 1},

Z(q; i)2 = {z(i, I) ∈ Z(q)| i1 6= i+ 1, iq = i− 1},

Z(q; i)3 = {z(i, I) ∈ Z(q)| i1 = i+ 1, iq 6= i− 1},

Z(q; i)4 = {z(i, I) ∈ Z(q)| i1 = i+ 1, iq = i− 1}.

Here we understand Z(q; 1)2 = Z(q;m)2 = Z(q; 0)3 = Z(q;m−1)3 = Z(q; 1)4 = Z(q;m−1)4 = ∅.
We have a decomposition

Z(q) =

4⋃

r=1

m−1⋃

i=1

Z(q; i)r.

For any z(i, I) ∈ Z(q; i)4, we have z(i, I) = 0. Note that

z(i, I) = yiyI ⊗ Ei,i

for z(i, I) ∈ Z(q; i)2, and

z(i, I) = (−1)q+1yIyi ⊗ Ei+1,i+1

for z(i, I) ∈ Z(q; i)3. It is easy to see that

R{z(i, I) | z(i, I) ∈ Z(q; i)2} = R{z(i− 1, I) | z(i− 1, I) ∈ Z(q; i)3}

for 2 ≤ i ≤ m− 1 and q ≥ 0. Hence, we have

E0,q+1
2 (B) = R{z| z ∈

m−1⋃

i=1

Z(q; i)1 ∪
m−1⋃

i=2

Z(q; i)2}.

Proposition 6.19. For q > 0, we have

rankRE
0,q+1
2 (B) = (m− 1)ϕ(q)− ϕ(q; i1 6= 1).
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Proof. We can easily see that

{z | 0 6= z ∈
m−1⋃

i=1

Z(q; i)1 ∪
m−1⋃

i=2

Z(q; i)2}

is linearly independent over R. Note that Z(q; 1)2 = ∅. Hence, we have

rankRE
0,q+1
2 (B) =

2∑

r=1

m−1∑

i=1

♯{z | 0 6= z ∈ Z(q; i)r}

=

3∑

r=1

m−1∑

i=1

♯{z | 0 6= z ∈ Z(q; i)r} −
m−1∑

i=1

♯{z | 0 6= z ∈ Z(q; i)3}

=
m−1∑

i=1

(ϕ(q)− ♯B(q; i1 = i+ 1, iq = i− 1))−
m−1∑

i=1

♯B(q; i1 = i+ 1, iq 6= i− 1)

= (m− 1)ϕ(q)−
m−1∑

i=1

♯B(q; i1 = i+ 1, iq = i− 1)

−
m−1∑

i=1

♯B(q; i1 = i+ 1, iq 6= i− 1)

= (m− 1)ϕ(q)−
m−1∑

i=1

♯B(q; i1 = i+ 1)

= (m− 1)ϕ(q)− ϕ(q; i1 6= 1).

This completes the proof. �

Proof of Theorem 6.16. For q < 0, we have

rankRE
0,q
2 (B) = 0 = ϕ(q).

For q = 0, we have

rankRE
0,0
2 (B) = 1 = ϕ(0)

by Proposition 6.12. For q = 1, we have

rankRE
0,1
2 (B) = m− 1 = ϕ(1)

by Corollaries 4.14 and 6.13.
We assume that q > 1. By Proposition 6.19, Lemmas 4.16 and 6.18, we obtain

rankRE
0,q
2 (B) = (m− 1)ϕ(q − 1)− ϕ(q − 1; i1 6= 1)

= (m− 1)ϕ(q − 1) +
m−2∑

r=1

(−1)r(m− 1− r)ϕ(q − 1− r)

= ϕ(q).

Therefore, we have proved Theorem 6.16. �

6.3.2. The rank of Em−1,q
2 (B). Next, we calculate the rank of the Em−1,q

2 (B). In this subsub-

section, we show the following theorem, which claims the equivalent formula of rankRE
m−1,q
2 in

Theorem 6.15.
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Theorem 6.20. For each q ∈ Z, we have

rankRE
m−1,−(m−1)+q
2 (B) =

m−1∑

k=0

(−1)k(k + 1)ϕ(q − k) + (−1)mϕ(q −m+ 1).

For q < 0, Theorem 6.20 is true since the both sides of the formula are 0. It suffices to prove
Theorem 6.20 for q ≥ 0. Let us consider the case when 0 ≤ q < m− 1.

Proposition 6.21. For 0 ≤ q < m− 1, we have

rankRE
m−1,−(m−1)+q
2 (B) =

q∑

r=0

(−1)rϕ(q − r; i1 6= 1),

where ϕ(0; i1 6= 1) = 1.

Proof. By Proposition 6.14,

E
m−1,−(m−1)+q
2 (B) = R{yI ⊗ E1,m| I = (i1, . . . , iq), i1 6= 1, iq 6= m− 1}.

Since {yI ⊗ E1,m| I = (i1, . . . , iq), i1 6= 1, iq 6= m − 1, yI 6= 0} is linearly independent over R, we
have

rankRE
m−1,−(m−1)+q
2 (B)

= ϕ(q; i1 6= 1, iq 6= m− 1)

= ϕ(q; i1 6= 1)− ϕ(q; i1 6= 1, iq = m− 1)

= ϕ(q; i1 6= 1)− ϕ(q − 1; i1 6= 1; iq−1 6= m− 2)

= ϕ(q; i1 6= 1)− ϕ(q − 1; i1 6= 1) + ϕ(q − 1; i1 6= 1, iq−1 = m− 2)

= ϕ(q; i1 6= 1)− ϕ(q − 1; i1 6= 1) + ϕ(q − 2; i1 6= 1, iq−2 6= m− 3)

= · · ·

=
s−1∑

r=0

(−1)rϕ(q − r; i1 6= 1) + (−1)sϕ(q − s; i1 6= 1, iq−s 6= m− (s+ 1))

=

q−2∑

r=0

(−1)rϕ(q − r; i1 6= 1) + (−1)q−1ϕ(1; i1 6= 1, i1 6= m− q)

=

q∑

r=0

(−1)rϕ(q − r; i1 6= 1),

which is what we wanted. �

Proposition 6.22. For 0 ≤ q < m− 1, we have

rankRE
m−1,−(m−1)+q
2 (B) =

q∑

k=0

(−1)k(k + 1)ϕ(q − k).

Proof. By Lemma 6.17 and Proposition 6.21, we have

rankRE
m−1,−(m−1)+q
2 (B) =

q∑

r=0

(−1)r
q−r∑

s=0

(−1)sϕ(q − r − s)

=

q∑

k=0

(−1)k(k + 1)ϕ(q − k).
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This completes the proof. �

Let us consider the case when q = m− 1.

Proposition 6.23. We have

rankRE
m−1,0
2 (B) =

m−2∑

r=0

(−1)rϕ(m− 1− r; i1 6= 1).

Proof. By the proof of Proposition 6.21, we have

rankRE
m−1,0
2 (B)

= ϕ(m− 1; i1 6= 1, im−1 6= m− 1)

=

m−3∑

r=0

(−1)rϕ(m− 1− r; i1 6= 1) + (−1)m−2ϕ(1; i1 6= 1, i1 6= 1)

=

m−2∑

r=0

(−1)rϕ(m− 1− r; i1 6= 1),

which is what we wanted. �

Proposition 6.24. We have

rankRE
m−1,0
2 (B) = (−1)m +

m−1∑

k=0

(−1)k(k + 1)ϕ(m− 1− k).

Proof. By Lemma 6.17 and Proposition 6.23, we have

rankRE
m−1,0
2 (B)

=

m−2∑

r=0

(−1)rϕ(m− 1− r; i1 6= 1)

=

m−2∑

r=0

(−1)r
m−1−r∑

s=0

(−1)sϕ(m− 1− r − s)

=

m−1∑

k=0

(−1)k(k + 1)ϕ(m− 1− k)− (−1)m−1ϕ(0).

This completes the proof. �

Finally, let us consider the case when q ≥ m.

Proposition 6.25. For q ≥ m, we have

rankRE
m−1,−(m−1)+q
2 (B) =

m−1∑

r=0

(−1)rϕ(q − r; i1 6= 1).
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Proof. As in the proof of Proposition 6.21, we have

rankRE
m−1,−(m−1)+q
2 (B)

= ϕ(q; i1 6= 1, iq 6= m− 1)

=

s−1∑

r=0

(−1)rϕ(q − r; i1 6= 1) + (−1)sϕ(q − s; i1 6= 1, iq−s 6= m− (s+ 1))

=

m−3∑

r=0

(−1)rϕ(q − r; i1 6= 1) + (−1)m−2ϕ(q − (m− 2); i1 6= 1, iq−(m−2) 6= 1)

=

m−2∑

r=0

(−1)rϕ(q − r; i1 6= 1) + (−1)m−1ϕ(q − (m− 2); i1 6= 1, iq−(m−2) = 1)

=

m−1∑

r=0

(−1)rϕ(q − r; i1 6= 1),

which is what we wanted. �

Proposition 6.26. For q ≥ m, we have

rankRE
m−1,−(m−1)+q
2 (B) =

m−1∑

k=0

(−1)k(k + 1)ϕ(q − k) + (−1)mϕ(q −m+ 1).

Proof. By Lemma 6.17 and Proposition 6.25, we have

rankRE
m−1,−(m−1)+q
2 (B)

=

m−1∑

r=0

(−1)rϕ(q − r; i1 6= 1)

=

m−1∑

r=0

(−1)r
m−1∑

s=0

(−1)sϕ(q − r − s)

=

2(m−1)∑

k=0

(−1)kCkϕ(q − k),

where

Ck =

{
k + 1 (0 ≤ k ≤ m− 1),

2(m− 1)− k + 1 (m ≤ k ≤ 2(m− 1)).

By Lemma 4.16, we have

2(m−1)∑

k=m

(−1)kCkϕ(q − k)

= (−1)m
m−1∑

k=1

(−1)k−1(m− k)ϕ((q −m+ 1)− k)

= (−1)mϕ(q −m+ 1).

This completes the proof. �

Hence, we have proved Theorem 6.20 by Propositions 6.22, 6.24, and 6.26. Therefore, we have
finished the proof of Theorem 6.15.
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Remark 6.27. We consider the cochain complex

(E
∗,−(m−1)+q
1 (B), d1),

where
E

(m−1)−r,−(m−1)+q
1 (B) ∼= N!

q−r ⊗R Gr(m−1)−r(B).

Since
rankRE

(m−1)−r,−(m−1)+q
1 (B) = (r + 1)ϕ(q − r)

for 0 ≤ r ≤ m− 1, the Euler characteristic of (E
∗,−(m−1)+q
1 (B), d1) is given by

χ(E
∗,−(m−1)+q
1 (B)) = (−1)m−1

m−1∑

r=0

(−1)r(r + 1)ϕ(q − r).

For q ∈ Z, we can directly verify that

χ(E
∗,−(m−1)+q
2 (B)) = rankRE

0,−(m−1)+q
2 (B) + (−1)m−1rankRE

m−1,−(m−1)+q
2 (B)

= χ(E
∗,−(m−1)+q
1 (B))

by Theorems 6.16 and 6.20.

Summarizing the discussion in §6.3, we have the following theorems by Theorems 5.3 and 6.15.

Theorem 6.28. Let m ≥ 3. The Hochschild cohomology HHn(Nm(R),Bm(R)) is a free R-module
for n ≥ 0. For n ≥ 0, the rank of HHn(Nm(R),Bm(R)) is given by

rankRHH
n(Nm(R),Bm(R))

= 2ϕ(n) + (−1)m−1(m− 1)ϕ(n−m+ 1) +

m−2∑

k=1

(−1)k(k + 1)ϕ(n− k).

Theorem 6.29. Let m ≥ 3. For n ≥ 0 and s ∈ Z, HHn,s(Nm(R),Bm(R)) is a free R-module.
Furthermore,

HHn,s(Nm(R),Bm(R)) ∼= En−s,s
2 (Bm(R))

as R-modules and

rankRHH
n,s(Nm(R),Bm(R))

=





ϕ(s) (n = s),

(−1)mϕ(s) +

m−1∑

k=0

(−1)k(k + 1)ϕ(s+m− k − 1) (n = s+m− 1),

0 (otherwise).

6.4. Freeness of E1,q
2 (N). We have shown that Ep,q

2 (N) = 0 unless p = 0, 1,m− 1 (Remark 6.10)

and that Em−1,q
2 (N) is a finitely generated free module over R by Corollary 6.9. In this subsection,

we show that E1,q
2 (N) is a free R-module. We also show that E0,0

2 (N) ∼= R and E0,q
2 (N) = 0 for

q 6= 0.

Proposition 6.30. For q = 0, E0,0
2 (N) ∼= R and E0,0

2 (N) → E0,0
2 (B) is an isomorphism.

Proof. Let us consider d0,01 : E0,0
1 (N) ∼= N!

0 ⊗R Gr0(N) → E1,0
1 (N) ∼= N!

1 ⊗R Gr1(N). For cIm ∈
N!

0 ⊗R Gr0(N) = RIm with c ∈ R,

d0,01 (cIm) =

m−1∑

i=1

(yic− cyi)⊗ Ei,i+1 = 0.
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Hence, E0,0
2 (N) ∼= Kerd0,01 = RIm ∼= R. Since E0,0

2 (B) = RIm by Proposition 6.12, E0,0
2 (N) →

E0,0
2 (B) is an isomorphism. �

Proposition 6.31. For q 6= 0, E0,q
2 (N) = 0.

Proof. Obviously, E0,q
2 (N) ∼= Kerd0,q1 = E0,q

1 (N) = 0 if q < 0. We only need to consider the case

that q > 0. Let us consider d0,q1 : E0,q
1 (N) ∼= N!

q⊗RGr0(N) → E1,q
1 (N) ∼= N!

q+1⊗RGr1(N) for q > 0.

Let z ∈ Kerd0,q1 . Note that d0,q1 can be regarded as a restriction of d0,q1 : E0,q
1 (B) → E1,q

1 (B) ∼=
E1,q

1 (N). As in the proof of Proposition 6.12, there exists g1, g2, . . . , gm−1 ∈ N!
q−1 such that

z = y1g1 ⊗ E1,1 + {y2g2 + (−1)qg1y1} ⊗ E2,2 + · · ·

+ {ym−1gm−1 + (−1)qgm−2ym−2} ⊗ Em−1,m−1 + (−1)qgm−1ym−1 ⊗ Em,m.

Using z ∈ E0,q
1 (N) ∼= N!

q ⊗R RIm, we have

y1g1 = y2g2 + (−1)qg1y1 = · · · = (−1)qgm−1ym−1.(6.3)

The left hand side and the right hand side of (6.3) are contained in y1N
!
q−1 and N!

q−1ym−1, re-

spectively. Hence, the both sides of (6.3) are contained in y1N
!
q−2ym−1, while y2g2 + (−1)qg1y1 ∈

y2N
!
q−1 + N!

q−1y1. This implies that y1g1 = · · · = (−1)q+1gm−1ym−1 = 0 and that z = 0. Thus,

we have E0,q
2 (N) = Kerd0,q1 = 0 for q > 0. �

Theorem 6.32. For q ∈ Z, E1,q
2 (N) is a finitely generated free module over R.

Proof. We have an exact sequence of cochain complexes

0 −→ E∗,q
1 (N;R) −→ E∗,q

1 (B;R) −→ E∗,q
1 (B/N;R) −→ 0.

This induces a long exact sequence

· · · −→ E∗,q
2 (N;R) −→ E∗,q

2 (B;R) −→ E∗,q
2 (B/N;R) −→ E∗+1,q

2 (N;R) −→ · · · .(6.4)

Let q = 0. The map E0,0
2 (N;R) → E0,0

2 (B;R) is an isomorphism by Proposition 6.30. Since

E1,0
2 (B;R) = 0 by Proposition 6.7, we obtain that E1,0

2 (N;R) ∼= E0,0
2 (B/N;R), which is isomorphic

to the finitely generated free R-module B/N by Theorem 6.4.

Let q 6= 0. Since E0,q
2 (N;R) = 0 and E1,q

2 (B;R) = 0 by Propositions 6.31 and 6.7, we obtain an
exact sequence

(6.5) 0 −→ E0,q
2 (B;R) −→ E0,q

2 (B/N;R) −→ E1,q
2 (N;R) −→ 0.

By the universal coefficient theorem, we have an exact sequence

0 −→ E1,q
2 (N;Z)⊗R −→ E1,q

2 (N;R) −→ TorZ1 (E
2,q
2 (N;Z), R) −→ 0.

Since E2,q
2 (N;Z) is a free Z-module by Corollary 6.9, we obtain an isomorphism

(6.6) E1,q
2 (N;Z) ⊗R

∼=
−→ E1,q

2 (N;R).

Let k be a field. Note that E0,q
2 (B;Z) and E0,q

2 (B/N;Z) are finitely generated free Z-modules

by Proposition 6.8 and Theorem 6.4, and hence that dimk E
0,q
2 (B; k) = rankZE

0,q
2 (B;Z) and

dimk E
0,q
2 (B/N; k) = rankZE

0,q
2 (B/N;Z) by E1,q

2 (B;Z) = E1,q
2 (B/N;Z) = 0 (Proposition 6.7 and

Theorem 6.4) and the universal coefficient theorem. By (6.5) and (6.6), we obtain

dimk E
1,q
2 (N;Z) ⊗ k = dimk E

1,q
2 (N; k)

= dimk E
0,q
2 (B/N; k)− dimk E

0,q
2 (B; k)

= rankZE
0,q
2 (B/N;Z)− rankZE

0,q
2 (B;Z).
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This shows that dimk E
1,q
2 (N;Z) ⊗ k is independent from the field k. Since each Ep,q

1 (N;Z) is

a finitely generated free Z-module, E1,q
2 (N;Z) is finitely generated Z-module. Thus, we see that

E1,q
2 (N;Z) is a finitely generated free Z-module by the fundamental theorem of finitely generated

abelian groups. Hence E1,q
2 (N;R) ∼= E1,q

2 (N;Z)⊗R is a finitely generated free R-module. �

6.5. The rank of Ep,q
2 (N). Note that rankRE

p,q
2 (N) = 0 unless p = 0, 1 or m − 1. In this

subsection, we calculate the rank of Ep,q
2 (N) for p = 0, 1,m− 1, which is a finitely generated free

R-module. As a result, we can determine the R-module structure of HHn(N,N).

Theorem 6.33. We have

rankRE
0,q
2 (N) =

{
1 (q = 0),

0 (q 6= 0),

rankRE
1,q
2 (N) =

{
m− 1 (q = 0),

(m− 2)ϕ(q) (q 6= 0),

rankRE
m−1,q
2 (N) = (−1)mϕ(q) +

m−1∑

k=0

(−1)k(k + 1)ϕ(q +m− k − 1).

Proof. When p = 0, recall that E0,0
2 (N) ∼= R and E0,q

2 (N) = 0 for q 6= 0 by Propositions 6.30 and

6.31. When p = m−1, since Em−1,q
2 (N) ∼= Em−1,q

2 (B) by Corollary 6.9, we have rankRE
m−1,q
2 (N) =

rankRE
m−1,q
2 (B), which can be calculated by Theorem 6.15.

We consider the case when p = 1. Recall the proof of Theorem 6.32. We have an exact sequence

0 −→ E0,q
2 (N) −→ E0,q

2 (B) −→ E0,q
2 (B/N) −→ E1,q

2 (N) −→ 0.

When q = 0, we have seen that E1,0
2 (N;R) ∼= E0,0

2 (B/N;R) ∼= B/N. Hence, we obtain

rankRE
1,0
2 (N) = m− 1.

When q 6= 0, since E0,q
2 (N) = 0 by Proposition 6.31, we have

rankRE
1,q
2 (N) = rankRE

0,q
2 (B/N)− rankRE

0,q
2 (B)

= (m− 1)ϕ(q)− ϕ(q)

= (m− 2)ϕ(q).

Here we used Theorems 6.4 and 6.15. �

Summarizing the discussions above, we have the following theorems by Proposition 6.1 and
Theorem 6.33.

Theorem 6.34. Let m ≥ 3. The Hochschild cohomology HHn(Nm(R),Nm(R)) is a free R-module
for n ≥ 0. The rank of HHn(Nm(R),Nm(R)) is given by

rankRHH
n(Nm(R),Nm(R))

=





2 (n = 0),
2m− 4 (n = 1),

ϕ(n) + (m− 4)ϕ(n− 1) + (−1)mϕ(n−m+ 1) +

m−1∑

k=2

(−1)k(k + 1)ϕ(n− k) (n ≥ 2).
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Theorem 6.35. Let m ≥ 3. For n ≥ 0 and s ∈ Z, HHn,s(Nm(R),Nm(R)) is a free R-module.
Furthermore,

HHn,s(Nm(R),Nm(R)) ∼= En−s,s
2 (Nm(R))

as R-modules and

rankRHH
n,s(Nm(R),Nm(R))

=





1 (n = 0, s = 0),
m− 1 (n = 1, s = 0),
(m− 2)ϕ(s) (n = s+ 1, s 6= 0),

(−1)mϕ(s) +
m−1∑

k=0

(−1)k(k + 1)ϕ(s+m− k − 1) (n = s+m− 1),

0 (otherwise).

7. Product structure on HH∗(Nm(R),Nm(R))

In this section, we describe the product structure on HH∗(Nm(R),Nm(R)) form ≥ 3. In §7.1, we
deal with the casem = 3 explicitly, which is different from the casem ≥ 4. In §7.2, we deal with the
casem ≥ 4 in general. In any case, there exists an augmentation map ǫ : HH∗(Nm(R),Nm(R)) → R

as an R-algebra homomorphism such that the Kernel HH∗(Nm(R),Nm(R)) of ǫ satisfies

HH∗(Nm(R),Nm(R)) ·HH∗(Nm(R),Nm(R)) = 0.

In particular, we see that HH∗(Nm(R),Nm(R)) is an infinitely generated algebra over R.

7.1. The case m = 3. In this subsection, we setm = 3 and N = N3(R). Recall N
! = R〈y1, y2〉/〈y1y2〉

in §4.2. We define c(i, j) ∈ N! by

c(i, j) = yi2y
j
1 ∈ N!

for i, j ≥ 0. (Set c(0, 0) = 1.) Then we can describe the homogeneous part N!
n of N! of degree n by

N!
n = R{c(i, j) | i, j ≥ 0, i+ j = n}

for n ≥ 0. Note that ϕ(n) = rankRN
!
n = n+ 1.

Let us consider the spectral sequence

Ep,q
1 = HHp+q(N,Grp(N)) =⇒ HHp+q(N,N).

By the discussions in §6, we have Ep,q
2

∼= Ep,q
∞ and

E0,q
∞

∼=

{
R{c(0, 0)⊗ I3} (q = 0),

0 (q 6= 0),

E1,q
∞

∼=





R{c(i, q − i + 1)⊗ E1,2, c(q + 1, 0)⊗ E2,3| 0 ≤ i < q} (q ≥ 1),

R{c(0, 1)⊗ E1,2, c(1, 0)⊗ E2,3} (q = 0),

0 (q < 0),

E2,q
∞

∼=





R{c(i, j)⊗ E1,3| i+ j = q + 2, i > 0, j > 0} (q ≥ 0),

R{c(0, 0)⊗ E1,3} (q = −2),

0 (otherwise).

By direct inspection, we obtain the following lemma.

Lemma 7.1. The element c(0, 0) ⊗ I3 ∈ E0,0
∞ is a unit of the bigraded algebra E∗,∗

∞ . For any

r, s ≥ 1, the product map Er,q
∞ ⊗R E

s,q′

∞ → Er+s,q+q′

∞ is a zero map.
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We have

F rHH∗(N,N) = Im(HH∗(N, F rN) −→ HH∗(N,N))

and

Ep,q
∞

∼= F pHHp+q(N,N)/F p+1HHp+q(N,N).

The map

HH0(N,N) = F 0HH0(N,N) −→ F 0HH0(N,N)/F 1HH0(N,N) ∼= E0,0
∞

gives an augmentation map ǫ : HH∗(N,N) → R. Note that

HH0(N,N) = R{c(0, 0)⊗ I3, c(0, 0)⊗ E1,3}

and
ǫ(c(0, 0)⊗ I3) = 1,

ǫ(c(0, 0)⊗ E1,3) = 0.

We can identify F 1HH∗(N,N) with the kernel of ǫ. By Lemma 7.1, the product map

F 1HH∗(N,N) ⊗R F
1HH∗(N,N) −→ F 2HH∗(N,N)

is trivial. Hence we obtain the following theorem.

Theorem 7.2. There is an augmentation map ǫ : HH∗(N,N) → R such that ǫ(c(0, 0) ⊗ I3) = 1

and ǫ(c(0, 0)⊗ E1,3) = 0. Let HH
∗
(N,N) be the kernel of ǫ. Then we have

HH
∗
(N,N) ·HH

∗
(N,N) = 0.

7.2. The case m ≥ 4. Let N = Nm(R) for m ≥ 4. Recall that we have a decomposition

C∗(N,N) =
⊕

s∈Z

C∗,s(N,N)

which is compatible with the filtration. We regard

Cp(N,N) =
⊕

s∈Z

Cp,s(N,N)

as a Z-graded R-module. Then the triple (C∗(N,N), d, {F rC∗(N,N)}r≥0) is a filtered differential
graded algebra in the category of Z-graded R-modules. Thus, we obtain a multiplicative spectral
sequence

Ep,q
1 (N) =⇒ HHp+q(N,N)

in the abelian category of Z-graded R-modules (for details, see §3.1 and §3.3).

Lemma 7.3. Let m ≥ 4. If a ∈ HH1+q,q(N,N) and b ∈ HH1+q′,q′(N,N), then ab = 0 in

HH2+q+q′,q+q′(N,N).

Proof. By Theorem 6.35, we may assume that q, q′ ≥ 0. Let x ∈ E1,q,q
∞ and y ∈ E1,q′,q′

∞ be

elements which represent a and b, respectively. Since E2,q+q′,q+q′

2 (N) = 0 for m ≥ 4 by The-

orem 6.33, E2,q+q′,q+q′

∞ (N) = 0. Hence xy = 0, which implies that ab is represented by an

element in Em−1,q+q′−m+3,q+q′

∞ (N). By Lemma 6.3, if m ≥ 4, then Em−1,q+q′−m+3,q+q′

∞ (N) =

Em−1,q+q′−m+3,q+q′

1 (N) = 0. Therefore ab = 0. �

Recall Im ∈ C0,0(N,N) is a generator of HH0,0(N,N) (cf. Proposition 6.30 and Theorem 6.35).
By the decomposition HH∗(N,N) =

⊕
n≥0,s∈ZHH

n,s(N,N), we have an augmentation map ǫ :

HH∗(N,N) → R as an R-algebra homomorphism such that ǫ(Im) = 1 and ǫ(HHn,s(N,N)) = 0 for
(n, s) 6= (0, 0). We can identify F 1HH∗(N,N) with the kernel of ǫ. Using Lemma 7.3, we see that
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HHn,s(N,N) ·HHn′,s′(N,N) = 0 if (n, s) 6= (0, 0) and (n′, s′) 6= (0, 0). Hence, we have the following
theorem.

Theorem 7.4. Let m ≥ 4. There is an augmentation map ǫ : HH∗(N,N) → R such that ǫ(Im) = 1

for Im ∈ HH0,0(N,N) and ǫ(HHm−1,−(m−1)(N,N)) = 0. Let HH
∗
(N,N) be the kernel of ǫ. Then

we have

HH
∗
(N,N) ·HH

∗
(N,N) = 0.

Corollary 7.5. Let m ≥ 3. The Hochschild cohomology algebra HH∗(N,N) is an infinitely gener-
ated algebra over R.

Proof. Suppose that there exists a finite set G = {xi | 1 ≤ i ≤ l} of generators of HH∗(N,N) as
an R-algebra. We may assume that xi is contained in HHni,si(N,N) for each i. By Theorems 7.2
and 7.4, xixj = 0 if (ni, si) 6= (0, 0) and (nj , sj) 6= (0, 0). However, rankRHH

s+1,s(N,N) =
(m − 2)ϕ(s) > 0 for s > 0 by Theorem 6.35. This implies that G can not generate HH∗(N,N),
which is a contradiction. Hence, HH∗(N,N) is an infinitely generated algebra over R. �

Remark 7.6. By [5, Theorem 7.3], if Λ = KQ/I is an indecomposable monomial algebra over
a field K, then HH∗(Λ)/N is a commutative finitely generated K-algebra of Krull dimension at
most one, where N is the ideal of HH∗(Λ) generated by the homogeneous nilpotent elements. In

the Nm(K) case for m ≥ 3, N = HH
∗
(Nm(K),Nm(K)) = Kerǫ, and HH∗(Λ)/N ∼= K has Krull

dimension zero.

8. Gerstenhaber bracket on HH∗(Nm(R),Nm(R))

In this section, we describe the Gerstenhaber bracket on HH∗(Nm(R),Nm(R)).

8.1. Cocycle representatives. Set N = Nm(R) for m ≥ 3.

Proposition 8.1. For q ≥ 0,

E1,q
2 (N,N) = R{yi−1yI ⊗ Ei−1,i − (−1)qyIyi ⊗ Ei,i+1 | 1 ≤ i ≤ m, |I| = q}

as R-subquotients of E1,q
1 (N,N) ∼= N!

q+1 ⊗R Gr1(N). Here, yi−1yI ⊗Ei−1,i − (−1)qyIyi ⊗Ei,i+1 is
regarded as −(−1)qyIy1 ⊗ E1,2 if i = 1 and ym−1yI ⊗ Em−1,m if i = m, respectively.

Proof. Let M = Mm(R). We have an exact sequence of cochain complexes

0 −→ E∗,q
1 (N,N) −→ E∗,q

1 (N,M) −→ E∗,q
1 (N,M/N) −→ 0.

This induces a long exact sequence

· · · −→ E∗,q
2 (N,N) −→ E∗,q

2 (N,M) −→ E∗,q
2 (N,M/N) −→ E∗+1,q

2 (N,N) −→ · · · .(8.1)

Since

· · · −→ 0 −→ 0 −→ E0,q
1 (N,B) −→ E1,q

1 (N,B) −→ E2,q
1 (N,B) −→ · · ·

↓ ↓ ↓ ↓ ↓

· · · −→ 0 −→ 0 −→ E0,q
1 (N,M) −→ E1,q

1 (N,M) −→ E2,q
1 (N,M) −→ · · ·

is an isomorphism of cochain complexes, E1,q
2 (N,M) ∼= E1,q

2 (N,B) = 0 by Proposition 6.7. Then
there is an surjection

δ : E0,q
2 (N,M/N) −→ E1,q

2 (N,N),(8.2)

Using E0,q
2 (N,M/N) ∼= N!

q ⊗R ((⊕m
i=1REi,i)/RIm), we obtain a set of generators {yI ⊗ Eii | 1 ≤

i ≤ m, |I| = q} of E0,q
2 (N,M/N). Since δ(yI ⊗Eii) = yi−1yI ⊗Ei−1,i − (−1)qyIyi ⊗Ei,i+1, we can

verify the statement. �
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By Proposition 8.1, the R-module E
1,|I|
2 (N,N) is generated by

yi−1yI ⊗ Ei−1,i − (−1)|I|yIyi ⊗ Ei,i+1

for 1 ≤ i ≤ m. Let {I∗m}∪{E∗
ij | 1 ≤ i < j ≤ m} be the dual basis of {Im}∪{Eij | 1 ≤ i < j ≤ m}

of Nm(R) over R. For I = (i1, . . . , i|I|), we set

E∗
I = E∗

i1,i1+1E
∗
i2,i2+1 · · ·E

∗
i|I|,i|I|+1

.

If |I| = 0, then set E∗
∅ = 1.

Lemma 8.2. In the cochain complex C∗(N,N), the cochain
∑

1≤k<i

E∗
k,iE

∗
I ⊗ Ek,i − (−1)|I|

∑

i<k≤m

E∗
IE

∗
i,k ⊗ Ei,k

is a cocycle.

Proof. The lemma follows from the following calculations:

d(E∗
i,jE

∗
I ⊗ Ei,j)

=
∑

k<i

E∗
k,iE

∗
i,jE

∗
I ⊗ Ek,j −

∑

i<k<j

E∗
i,kE

∗
k,jE

∗
I ⊗ Ei,j + (−1)|I|

∑

j<k

E∗
i,jE

∗
IE

∗
j,k ⊗ Ei,k,

d(E∗
IE

∗
i,j ⊗ Ei,j)

=
∑

k<i

E∗
k,iE

∗
IE

∗
i,j ⊗ Ek,j − (−1)|I|

∑

i<k<j

E∗
IE

∗
i,kE

∗
k,j ⊗ Ei,j + (−1)|I|

∑

j<k

E∗
IE

∗
i,jE

∗
j,k ⊗ Ei,k.

�

We define

a(i, I) ∈ HH|I|+1,|I|(N,N)

to be the cohomology class represented by the cocycle
∑

1≤k<i

E∗
k,iE

∗
I ⊗ Ek,i − (−1)|I|

∑

i<k≤m

E∗
IE

∗
i,k ⊗ Ei,k.(8.3)

Lemma 8.3. The cohomology class a(i, I) corresponds to

yi−1yI ⊗ Ei−1,i − (−1)|I|yIyi ⊗ Ei,i+1

under the isomorphism

HH|I|+1,|I|(N,N) ∼= E
1,|I|
2 (N,N).

Proof. This follows from the fact that
∑

1≤k<i E
∗
k,iE

∗
I ⊗ Ek,i − (−1)|I|

∑
i<k≤m E∗

IE
∗
i,k ⊗ Ei,k

≡ E∗
i−1,iE

∗
I ⊗ Ei−1,i − (−1)|I|E∗

IE
∗
i,i+1 ⊗ Ei,i+1

in C∗(N,Gr1N). �

Proposition 6.14 shows that the R-module E
m−1,|J|−(m−1)
2 (N,N) is generated by

yJ ⊗ E1,m

over R. By the direct calculation, we obtain the following lemma.
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Lemma 8.4. In the cochain complex C∗(N,N), the cochain

E∗
J ⊗ E1,m

is a cocycle. The cohomology class represented by E∗
J ⊗ E1,m corresponds to yJ ⊗ E1,m under the

isomorphism HH|J|,|J|−(m−1)(N,N) ∼= E
m−1,|J|−(m−1)
2 (N,N).

We define

d(J) ∈ HH|J|,|J|−(m−1)(N,N)

to be the cohomology class represented by E∗
J ⊗ E1,m.

8.2. Construction of an R-basis of HH∗(Nm(R),Nm(R)). In this subsection, we construct an
R-basis of HH∗(Nm(R),Nm(R)). We set

1 = [1⊗ 1] ∈ HH0,0(N,N).

By Theorem 6.35, Propositions 6.14 and 8.1, and Lemmas 8.3 and 8.4, HH∗(N,N) is generated by

{1} ∪ {a(i, I) | 1 ≤ i ≤ m, |I| ≥ 0} ∪ {d(J) | |J | ≥ 0}

as R-modules. Since

{yI ⊗ E1,m| I = (i1, . . . , iq), i1 6= 1, iq 6= m− 1}

is an R-basis of E
m−1,q−(m−1)
2 (B) ∼= E

m−1,q−(m−1)
2 (N) by Proposition 6.14,

{d(J) | J = (j1, . . . , jq), j1 6= 1, jq 6= m− 1}

is an R-basis of R{d(J) | |J | = q}.
Let us consider HHq+1,q(Nm(R),Nm(R)) for q ≥ 0. Set

S(q) = {I = (i1, . . . , iq) | 1 ≤ i1, . . . iq ≤ m− 1, yI 6= 0}

for q > 0 and S(0) = {∅}. Note that ♯S(q) = rankRNm(R)!q = ϕ(q) for q ≥ 0. By Proposition 8.1

and Lemma 8.3, HHq+1,q(Nm(R),Nm(R)) ∼= E1,q
2 (N,N) is generated by {a(i, I) | 1 ≤ i ≤ m, I ∈

S(q)} for q ≥ 0. Recall the long exact sequence (6.4) in Theorem 6.32:

· · · −→ E0,q
2 (N,B)

π
−→ E0,q

2 (N,B/N)
δ

−→ E1,q
2 (N,N) −→ · · · .(8.4)

For 1 ≤ i ≤ m, let b(i, I) = E∗
I ⊗Ei,i ∈ E0,q

2 (N,B/N) for q > 0 and b(i, ∅) = 1⊗Ei,i ∈ E0,0
2 (N,B/N)

for q = 0. We see that δ(b(i, I)) = a(i, I). Since
∑m

i=1 b(i, I) = E∗
I ⊗ Im = 0 ∈ E0,q

2 (N,B/N),

a(1, I) + a(2, I) + · · ·+ a(m, I) = 0.(8.5)

In Definition 6.11, we have defined

z(i, I) = yiyI ⊗ Ei,i + (−1)q+1yIyi ⊗ Ei+1,i+1 ∈ E0,q+1
2 (N,B)

for I ∈ S(q) and 1 ≤ i ≤ m − 1 (see also Proposition 6.12). Note that π(z(i, I)) = b(i, (i, I)) +

(−1)q+1b(i + 1, (I, i)), where π is the R-homomorphism π : E0,q
2 (N,B) → E0,q

2 (N,B/N) in (8.4).
Since δ(π(z(i, I))) = δ(b(i, (i, I))) + (−1)q+1δ(b(i+ 1, (I, i))) = 0,

a(i, (i, I)) + (−1)q+1a(i+ 1, (I, i)) = 0(8.6)

for I ∈ S(q) and 1 ≤ i ≤ m− 1.

Let us construct an R-basis of HHq+1,q(N,N) ∼= E1,q
2 (N,N). Let q = 0. By Theorem 6.35,

rankRHH
1,0(N,N) = m− 1. The set {a(i, ∅) | 1 ≤ i ≤ m− 1} is an R-basis of HH1,0(N,N), since

a(m, ∅) = −a(1, ∅)− a(2, ∅)− · · · − a(m− 1, ∅)

by (8.5).
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Let q > 0. By Theorem 6.35, rankRHH
q+1,q(N,N) = (m− 2)ϕ(q). Set

T (q) = {(i, I) | 1 ≤ i ≤ m, I ∈ S(q)}.

Note that {a(i, I) | (i, I) ∈ T (q)} generates HHq+1,q(N,N) as an R-module.

Definition 8.5. For q > 0, set

T (q)i = {(i, I) ∈ T (q) | I = (i, J) for some J ∈ S(q − 1)}

for 1 ≤ i ≤ m− 1. We also define

T (q)0i = {(i, (i, J)) ∈ T (q)i | yJyi = 0},

T (q)1i = {(i, (i, J)) ∈ T (q)i | yJyi 6= 0}.

Note that T (q)i = T (q)0i
∐

T (q)1i for q > 0 and 1 ≤ i ≤ m− 1.

Lemma 8.6. Let 1 ≤ i ≤ m− 1. For (i, (i, J)) ∈ T (q)0i , a(i, (i, J)) = 0. For (i, (i, J)) ∈ T (q)1i ,

a(i, (i, J)) + (−1)qa(i+ 1, (J, i)) = 0.(8.7)

Proof. By direct calculation and (8.6), we can verify the statement. �

Definition 8.7. For q > 0, set

T −(q) =

(
m−1⋃

i=1

T (q)0i

)⋃(
m−2⋃

i=1

{
(i+ 1, (J, i)) | (i, (i, J)) ∈ T (q)1i

}
)⋃

T (q)1m−1

⋃(
m−2⋃

i=1

{(m, (i, J)) | (i, (i, J)) ∈ T (q)i}

)

⋃{
(m, (m− 1, J) | (m− 1, (m− 1, J)) ∈ T (q)0m−1

}
⋃{

(1, (m− 1, J) | (m− 1, (m− 1, J)) ∈ T (q)1m−1

}

and
T (q)+ = T (q) \ T (q)−.

Note that ♯T (q) = mϕ(q), ♯T (q)− = 2
∑m−1

i=1 ♯T (q)i = 2ϕ(q), and ♯T (q)+ = (m−2)ϕ(q) for q > 0.

Proposition 8.8. For q > 0, {a(i, I) | (i, I) ∈ T (q)+} is an R-basis of HHq+1,q(N,N) ∼=
E1,q

2 (N,N).

Proof. Set T = R{a(i, I) | (i, I) ∈ T (q)+}. Let us show that T = HHq+1,q(N,N). It suffices

to prove that a(i, I) ∈ T for any (i, I) ∈ T (q)−. If (i, I) ∈
(⋃m−1

i=1 T (q)0i

)
, then a(i, I) =

0 ∈ T by Lemma 8.6. We easily see that T (q)1i ⊂ T (q)+ for 1 ≤ i ≤ m − 2. Put T −(q)′ =⋃m−2
i=1

{
(i+ 1, (J, i)) | (i, (i, J)) ∈ T (q)1i

}
. If (i, I) ∈ T −(q)′, then a(i, I) ∈ T by (8.7). If (i, I) ∈⋃m−2

i=1 {(m, (i, J)) | (i, (i, J)) ∈ T (q)i}, then a(i, I) ∈ T , since

R

{
a(i, (i, J)) (i, (i, J)) ∈

m−2⋃

i=1

T (q)i

}
+R{a(i, I) | (i, I) ∈ T −(q)′} ⊆ T

and

a(i, I) = −
∑

j 6=i

a(j, I)(8.8)

by (8.5). For (i, I) ∈
{
(m, (m− 1, J) | (m− 1, (m− 1, J)) ∈ T (q)0m−1

}
, we see that a(i, I) ∈ T by

using a(m− 1, (m− 1, J)) = 0, a(j, (m− 1, J)) ∈ T for 1 ≤ j ≤ m− 2 and (8.8). Summarizing the
discussion above, we have a(i, I) ∈ T for any (i, I) ∈ T (q) with i 6= 1,m− 1.
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For (m− 1, (m− 1, J)) ∈ T (q)1m−1, let us prove that a(1, (m− 1, J)), a(m− 1, (m− 1, J)) ∈ T .
By (8.7) and (8.8),

a(m− 1, (m− 1, J)) + (−1)qa(m, (J,m− 1)) = 0,

a(1, (m− 1, J)) + a(2, (m− 1, J)) + · · ·+ a(m− 1, (m− 1, J)) + a(m, (m− 1, J)) = 0.

Using a(j, (m − 1, J)), a(m, (J,m − 1)) ∈ T for j 6= 1,m − 1, we obtain a(1, (m − 1, J)), a(m −
1, (m− 1, J)) ∈ T .

Hence, a(i, I) ∈ T for any (i, I) ∈ T (q)− and T = HHq+1,q(N,N). Since rankRHH
q+1,q(N,N) =

♯T (q)+ = (m− 2)ϕ(q), {a(i, I) | (i, I) ∈ T (q)+} is an R-basis of HHq+1,q(N,N). �

By the discussion above, we obtain the following corollary.

Corollary 8.9. We have an R-basis

S = {1}
⋃

{a(1, ∅), . . . , a(m− 1, ∅)}
⋃(⋃

q>0

{a(i, I) | (i, I) ∈ T (q)+}

)

⋃

⋃

q≥0

{d(J) | J = (j1, . . . , jq), j1 6= 1, jq 6= m− 1}




of HH∗(Nm(R),Nm(R)).

8.3. Gerstenhaber bracket. In this subsection, we calculate the Gerstenhaber bracket [ , ] of
HH∗(Nm(R),Nm(R)). By Corollary 8.9, we have the R-basis S of HH∗(Nm(R),Nm(R)). For
investigating the Gerstenhaber bracket on HH∗(N,N), we only need to calculate [x, y] for x, y ∈ S.

We easily obtain the following lemmas.

Lemma 8.10. For any z ∈ HH∗,∗(N,N), we have

[1, z] = 0.

Lemma 8.11. For any J, J ′, we have

[d(J), d(J ′)] = 0.

Next, we will calculate [d(J), a(i, I)].
For I = (i1, . . . , i|I|), J = (j1, . . . , j|J|), and 1 ≤ k ≤ |I|, we set

J ◦
k
I = (j1, . . . , jk−1, i1, . . . , i|I|, jk+1, . . . , j|J|).

We also set

J(r) = {k ∈ {1, 2, . . . , |J |}| jk = r}.
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Proposition 8.12. We have

[d(J), a(i, I)]

=





(−1)|I|d(I, J)−
∑

k∈J(1)

(−1)k|I|d(J ◦
k
(I, 1)) (i = 1),

∑

k∈J(i−1)

(−1)(k−1)|I|d(J ◦
k
(i − 1, I))−

∑

k∈J(i)

(−1)k|I|d(J ◦
k
(I, i)) (1 < i < m),

∑

k∈J(m−1)

(−1)(k−1)|I|d(J ◦
k
(m− 1, I))− (−1)|I|(|J|−1)d(J, I) (i = m).

Next, we will calculate [a(i, I), a(i′, I ′)].

Lemma 8.13. Let x = x1 + x2 + · · ·+ xm−1 ∈ Cp+1,p(N,N)∩C
p+1

(N,N) and y = y1 + y2 + · · ·+

ym−1 ∈ Cq+1,q(N,N) ∩ C
q+1

(N,N) be cocycles, where xi ∈ Cp+1(N, F iN) and yi ∈ Cq+1(N, F iN).
Then we have

x ◦ y ≡ x1 ◦ y1 mod Cp+q+1(N, F 2N).

Proof. Since x1 ∈ Cp+1,p(N,N) ∩ C
p+1

(N,N), x1 is a linear combination of

{E∗
i1,i1+1E

∗
i2,i2+1 · · ·E

∗
ip+1,ip+1+1 ⊗ Ei,i+1 | 1 ≤ i1, i2, . . . , ip+1, i ≤ m− 1}

modulo Cp+1(N, F 2N). It is easy to see that x1 ◦ (y2 + · · · + ym−1) ≡ 0 mod Cp+q+1(N, F 2N).
Hence, we can verify the statement. �

Lemma 8.14. Let x = x1 + x2 + · · ·+ xm−1 ∈ Cp+1,p(N,N)∩C
p+1

(N,N) and y = y1 + y2 + · · ·+

ym−1 ∈ Cq+1,q(N,N) ∩ C
q+1

(N,N) be cocycles, where xi ∈ Cp+1(N, F iN) and yi ∈ Cq+1(N, F iN).
Let [x], [y] ∈ HH∗+1,∗(N,N) be the cohomology classes represented by x, y, respectively. Then the

element of E1,p+q
2 (N,N) that corresponds to the Gerstenhaber bracket [[x], [y]] ∈ HHp+q+1,p+q(N,N)

is represented by x1 ◦ y1 − (−1)(|x|−1)(|y|−1)y1 ◦ x1.

Proof. By Lemma 8.13, [x, y] ≡ x1 ◦ y1 − (−1)(|x|−1)(|y|−1)y1 ◦ x1 mod Cp+q+1(N, F 2N). The

proposition follows from the isomorphism HHp+q+1,p+q(N,N) ∼= E1,p+q
2 (N,N) since [[x], [y]] ∈

HHp+q+1,p+q(N,N). �

We set

A(i, I; i′, I ′)

=
∑

k∈I(i′−1)

(−1)k|I
′|a(i, I ◦

k
(i′ − 1, I ′))−

∑

k∈I(i′)

(−1)(k+1)|I′|a(i, I ◦
k
(I ′, i′))

−(−1)|I||I
′|


 ∑

k∈I′(i−1)

(−1)k|I|a(i′, I ′ ◦
k
(i − 1, I))−

∑

k∈I′(i)

(−1)(k+1)|I|a(i′, I ′ ◦
k
(I, i))


 .

By direct calculation, we have the following proposition.

Proposition 8.15. We have

[a(i, I), a(i′, I ′)] =

{
A(i, I; i′, I ′) (i 6= i′),

A(i, I; i, I ′) + a(i, (I ′, I))− (−1)|I||I
′|a(i, (I, I ′)) (i = i′).
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8.4. Batalin-Vilkovisky structure on HH∗(Nm(R),Nm(R)). Recall that a Batalin-Vilkovisky
algebra is a Gerstenhaber algebra (A∗,∪, [ , ]) with an operator ∆ : A∗ → A∗−1 of degree −1 such
that ∆ ◦∆ = 0 and

[a, b] = (−1)|a|{∆(a ∪ b)−∆(a) ∪ b − (−1)|a|a ∪∆(b)}(8.9)

for homogeneous elements a, b ∈ A∗ (see, for example, [1, Definition 3.6]). In this subsection,
we consider the question whether the Hochschild cohomology HH∗(Nm(R),Nm(R)) has a Batalin-
Vilkovisky algebra structure over R which gives the Gerstenhaber bracket [ , ] or not.

Lemma 8.16. Let A be an associated algebra over R such that A is a projective module over
R. Assume that HHk(A,A) ∪ HHl(A,A) = 0 for any k, l > 0. If there exist a ∈ HHk(A,A) and

b ∈ HHl(A,A) with k, l ≥ 2 such that [a, b] 6= 0, then HH∗(A,A) has no Batalin-Vilkovisky algebra
structure over R which gives the Gerstenhaber bracket [ , ].

Proof. Suppose that HH∗(A,A) has a Batalin-Vilkovisky algebra structure which gives the Ger-
stenhaber bracket [ , ]. By (8.9) and a∪b = ∆(a)∪b = a∪∆(b) = 0, we obtain [a, b] = 0, which is a
contradiction. Hence, HH∗(A,A) has no Batalin-Vilkovisky algebra structure which gives [ , ]. �

Let us show that HH∗(Nm(R),Nm(R)) has no Batalin-Vilkovisky algebra structure overR giving
[ , ] for m ≥ 3.

Lemma 8.17. Let m ≥ 3. For a(1, (1, 1)), a(1, (2, 1)) ∈ HH3,2(Nm(R),Nm(R)),

[a(1, (1, 1)), a(1, (2, 1))] = a(1, (2, 1, 1, 1)) 6= 0.

Proof. By Proposition 8.15, [a(1, (1, 1)), a(1, (2, 1))] = a(1, (2, 1, 1, 1)). Since (1, (2, 1, 1, 1)) ∈
T (4)+, a(1, (2, 1, 1, 1)) 6= 0 by Proposition 8.8. �

Theorem 8.18. For m ≥ 3, HH∗(Nm(R),Nm(R)) has no Batalin-Vilkovisky algebra structure
over R which gives the Gerstenhaber bracket [ , ].

Proof. The statement follows from Theorems 7.2 and 7.4, and Lemmas 8.16 and 8.17. �

9. Appendix: the case m = 2

In this appendix, we deal with N2(R) for a commutative ring R. Set N = N2(R). Putting x =
E1,2 ∈ N, we see that N ∼= R[x]/(x2). Throughout this section, we set Ann(2) = {a ∈ R | 2a = 0}.
We introduce the following proposition without proof, which gives a projective resolution of N over
Ne = N⊗R Nop over R.

Proposition 9.1 ([4, Proposition 1.3], [13, Example 2.6]). The following complex gives a projective
resolution of N over Ne:

· · · −→ Ne dn−→ Ne −→ · · · −→ Ne d1−→ Ne µ
−→ N −→ 0,(9.1)

where

di(a⊗ b) =

{
(x⊗ 1 + 1⊗ x)(a ⊗ b) (i : even),
(x⊗ 1− 1⊗ x)(a ⊗ b) (i : odd)

and µ(a⊗ b) = ab.

In [9], we have calculated HHn(N2(R),M2(R)/N2(R)) by using the projective resolution above.

Theorem 9.2 ([9, Proposition 4.19]). We have

HHn(N2(R),M2(R)/N2(R)) ∼=

{
R⊕Ann(2) (n : even),
R⊕ (R/2R) (n : odd).
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Corollary 9.3 ([9, Corollary 4.20]). Let k be a field. For each n ≥ 0,

HHn(N2(k),M2(k)/N2(k)) ∼=

{
k (ch(k) 6= 2),
k2 (ch(k) = 2).

By using the same discussions in §5.1 and §5.2, we also have the following result.

Theorem 9.4. For each n ≥ 0 and s ∈ Z,

HHn,s(N2(R),M2(R)/N2(R)) =





R (n : even, s = n),
Ann(2) (n : even, s = n+ 1),
R/2R (n : odd, s = n),
R (n : odd, s = n+ 1),
0 (otherwise).

Next, let us consider HHn(N2(R),N2(R)). By taking HomNe(−,N) of (9.1), we obtain the
following complex

0 −→ HomNe(Ne,N)
d∗
1−→ HomNe(Ne,N)

d∗
2−→ HomNe(Ne,N)

d∗
3−→ · · · ,

which is isomorphic to

0 −→ N
δ′1
−→ N

δ′2
−→ N

δ′3
−→ · · · ,

where δ′i : N → N is defined by

δ′i(a) =

{
2xa (i : even),
0 (i : odd).

Thus, we obtain

Theorem 9.5. We have

HHn(N2(R),N2(R)) ∼=





N2(R) (n = 0),
N2(R)/(2E1,2N2(R)) ∼= R⊕ (R/2R) (n : even, n > 0),
RE1,2 ⊕Ann(2)I2 ∼= R⊕Ann(2) (n : odd).

Notice that HHn(N2(R),N2(R)) is not a free R-module in general, which is different from the
case Nm(R) for m ≥ 3.

Third, let us consider the product structure on HHn(N2(R),N2(R)). Set N = N/RI2 ∼= Rx.

Recall the reduced bar complex Bp(N,N,N) = N⊗R N
⊗p

⊗R N. Let us consider a homomorphism
of chain complexes

· · · −→ N⊗R N
⊗2

⊗R N −→ N⊗R N⊗R N −→ N⊗R N
µ

−→ N −→ 0
f2 ↓ f1 ↓ f0 ↓ ‖

· · ·
d3−→ Ne d2−→ Ne d1−→ Ne µ

−→ N −→ 0,

(9.2)

where fp : Bp(N,N,N) = N ⊗R N
⊗p

⊗R N → Ne is the Ne-homomorphism defined by fp(x
⊗p) =

I2 ⊗ I2 for p ≥ 0. By taking HomNe(−,N) of (9.2), we have a quasi-isomorphism of cochain
complexes

0 −→ N
δ′1
−→ N

δ′2
−→ N

δ′3
−→ · · ·

↓ ↓ ↓

0 −→ C
0
(N,N)

δ1
−→ C

1
(N,N)

δ2
−→ C

2
(N,N)

δ3
−→ · · · ,

where

C
p
(N,N) = HomNe(N⊗R N

⊗p
⊗R N,N) ∼= HomR(N

⊗p
,N).
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For p ≥ 0, we define fp, gp ∈ C
p
(N,N) by

fp(x
⊗p) = I2,

gp(x
⊗p) = E1,2,

respectively. Then C
p
(N,N) = Rfp ⊕Rgp. By rephrasing Theorem 9.5, we obtain

Theorem 9.6. For n ≥ 0, we have

HHn(N2(R),N2(R)) ∼=





Rf0 ⊕Rg0 (n = 0),
Rfn ⊕ (R/2R)gn (n : even, n > 0),
Ann(2)fn ⊕Rgn (n : odd).

By direct calculation, we obtain the following theorem.

Theorem 9.7. For any a ∈ HH∗(N2(R),N2(R)), f0a = af0 = a. For i, j ≥ 0, we have

fifj = fjfi = fi+j ,
figj = gjfi = gi+j ,

gigj = 0.

Remark 9.8. For an odd integer i > 0, if ai ∈ Ann(2), then aifi ∈ HHi(N2(R),N2(R)) ∼=
Ann(2)fi ⊕ Rgi. For an even integer j > 0, (aifi)gj = aigi+j ∈ HHi+j(N2(R),N2(R)) ∼=
Ann(2)fi+1 ⊕Rgi+j is well-defined.

Remark 9.9. Theorem 9.7 is compatible with the result in [6, Theorem 7.1]: Let k be a commu-
tative ring with ch(k) = p, where p is a prime number or 0. For A2 = k[X ]/(X2), the Hochschild
cohomology ring of A2 has the following structure

HH∗(A2) ∼=

{
k[x, y, z]/(x2, y2 − z) if p = 2
k[x, y, z]/(x2, 2xz, yx, y2) if p 6= 2 and 2 ∈ k×,

where deg x = 0, deg y = 1, and deg z = 2. (Note that t in [6, Theorem 7.1] is needed to be
regarded as n.)

Remark 9.10. We can show that HH∗(N2(R),N2(R)) is a finitely generated algebra over R if
and only if Ann(2) is a finitely generated ideal of R. Indeed, the “only if” part follows from that
HH1(N2(R),N2(R)) = R ⊕ Ann(2). If Ann(2) = Ra1 + · · · + Ras, then HH∗(N2(R),N2(R)) is
generated by

{f0, g0, a1f1, . . . , asf1, g1, f2}

as an R-algebra. In particular, if R is a noetherian ring, then HH∗(N2(R),N2(R)) is a finitely
generated algebra over R.

By calculating Ep,q,s
2 (N2(R),N2(R)) in §6.1 directly, we also have the following result.

Theorem 9.11. For each n ≥ 0 and s ∈ Z,

HHn,s(N2(R),N2(R)) =





R (n = 0, s = −1),
R (n : even, n = s ≥ 0),
R/2R (n : even, n = s+ 1 ≥ 2),
Ann(2) (n : odd, n = s ≥ 1),
R (n : odd, n = s+ 1 ≥ 1),
0 (otherwise).

Finally, let us consider the Gerstenhaber bracket on HHn(N2(R),N2(R)). We can easily verify
the following result.
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Theorem 9.12. We have

[fi, fj] = 0 (i, j ≥ 0),

[fi, gj ] =





0 (i : even, j : even),
fi+j−1 (i : odd, j : even),
ifi+j−1 (j : odd),

[gi, gj] =





0 (i : even, j : even),
−(j − 1)gi+j−1 (i : odd, j : even),
(i − 1)gi+j−1 (i : even, j : odd),
(i − j)gi+j−1 (i : odd, j : odd).

Suppose that R is a field k of characteristic ch(k) 6= 2. Then

HHn(N2(k),N2(k)) ∼=





kf0 ⊕ kg0 (n = 0),
kfn (n : even, n > 0),
kgn (n : odd),

where f0 is the unit and f2n = fn
2 , g2n+1 = fn

2 g1 = g1f
n
2 , f2g0 = g0f2 = g0g1 = g1g0 = 0 for n ≥ 0.

In particular, HH∗(N2(k),N2(k)) is generated by g0, g1, f2 as a k-algebra.

Theorem 9.13. Let k be a field of characteristic ch(k) 6= 2. For c ∈ k, define an operator
∆c : HH

∗(N2(k),N2(k)) → HH∗−1(N2(k),N2(k)) by

∆c(f0) = ∆c(g0) = 0,

∆c(g1) = f0 + cg0,

∆c(f2n) = ∆c(f
n
2 ) = 0 (n > 0),

∆c(g2n+1) = ∆c(f
n
2 g1) = (2n+ 1)fn

2 (n ≥ 0).

Then ∆c gives HH∗(N2(k),N2(k)) a Batalin-Vilkovisky algebra structure which induces [ , ]. In
particular, Batalin-Vilkovisky algebra structures on HH∗(N2(k),N2(k)) giving [ , ] are not unique.

Proof. By direct calculation, we can verify (8.9). �

Suppose that R is a field k of characteristic ch(k) = 2. Then

HHn(N2(k),N2(k)) ∼= kfn ⊕ kgn (n ≥ 0),

where f0 is the unit and fn = fn
1 , gn = fn

1 g0 = g0f
n
1 , g

2
0 = 0 for n ≥ 0. In particular,

HH∗(N2(k),N2(k)) is generated by g0, f1 as a k-algebra.

Theorem 9.14. Let k be a field of characteristic ch(k) = 2. For c, c′ ∈ k, define an operator
∆c,c′ : HH

∗(N2(k),N2(k)) → HH∗−1(N2(k),N2(k)) by

∆c,c′(f2n) = ∆c,c′(g2n) = 0 (n ≥ 0),

∆c,c′(f2n+1) = cf2n + c′g2n (n ≥ 0),

∆c,c′(g2n+1) = −f2n + cg2n (n ≥ 0).

Then ∆c,c′ gives HH∗(N2(k),N2(k)) a Batalin-Vilkovisky algebra structure which induces [ , ]. In
particular, Batalin-Vilkovisky algebra structures on HH∗(N2(k),N2(k)) giving [ , ] are not unique.

Proof. By direct calculation, we can verify (8.9). �



54 TOMOHIRO ITAGAKI, KAZUNORI NAKAMOTO, AND TAKESHI TORII

References

[1] D. Benson, R. Kessar, and M. Linckelmann, On the BV structure of the Hochschild cohomology of finite
group algebras, Pacific J. Math. 313 (2021), no. 1, 1–44.

[2] C. Cibils, Cohomology of incidence algebras and simplicial complexes, Journal of Pure and Applied Algebra
56 (1989), no. 3, 221–232.

[3] M. Gerstenhaber, The cohomology structure of an associative ring, Ann. of Math. (2), 78 (1963), 267–288.
[4] J. A. Guccione, J. J. Guccione, M. J. Redondo, A. Solotar and O. E. Villamayor, Cyclic homology of

algebras with one generator, K-Theory 5 (1991), no. 1, 51–69.
[5] E. L. Green, N. Snashall, and Ø. Solberg, The Hochschild cohomology ring modulo nilpotence of a mono-

mial algebra, J. Algebra Appl. 5 (2006), no. 2, 153–192.
[6] T. Holm, Hochschild cohomology rings of algebras k[X]/(f), Beiträge Algebra Geom. 41 (2000), no. 1, 291-
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